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Abstract

We present Embodied Construction Grammar, a formalism for linguasialysis designed specifi-
cally for integration into a simulation-based model of language utalglgng. As in other construction
grammars, linguistic constructions serve to map between phonologioad fand conceptual representa-
tions. In the model we describe, however, conceptual representationsacerdsrained to be grounded
in the body’s perceptual and motor systems, and more precisely to paramebemtal simulations us-
ing those systems. Understanding an utterance thus involves at leadistimat processesanalysis
to determine which constructions the utterance instantiatessiemdationaccording to the parameters
specified by those constructions. In this chapter, we outline a catisiniformalism that is both rep-
resentationally adequate for these purposes and specified precisely enougé fiora computational
architecture.

1 Overview

This chapter introduces a construction grammar formaltsam is designed specifically for integration into
an embodied model of language understanding. We take @isgtaoint for Embodied Construction Gram-
mar many of the insights of mainstream Construction Gram(i@atdberg 1995; Fillmore 1988; Kay and
Fillmore 1999; Lakoff 1987) and Cognitive Grammar (Langack991). Foremost among these is the obser-
vation that linguistic knowledge at all levels, from morpies to multi-word idioms, can be characterized
asconstructions or pairings of form and meaning. Along with other constimrttgrammarians, we as-
sume that language users exploit constructions at thegmugdevels to discern from a particular utterance
a corresponding collection of interrelated conceptuaicstires.

We diverge from other construction grammar research in oacern with precisely how construc-
tional knowledge facilitates conceptually deep languaggerstanding. Understanding an utterance in this
broader sense involves not only determining the speak@emnded meaning but also inferring enough in-
formation to react appropriately, whether with languagg.(dy answering a question) or some other kind
of action (e.g., by complying with an order or request). Ehpsocesses involve subtle interactions with
variable general knowledge and the current situationaldiscburse context; static associations between

*This is a draft of a chapter to appear as a chapter in JarGGlman and Mirjam Fried (eds.;onstruction Grammar(s):
Cognitive and Cross-Language Dimensiodshn Benjamins. It updates an earlier technical report.
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*University of California at Berkeley and International Gouer Science Institute, 1947 Center Street, Suite 60(kelay, CA
94704;nchang@ csi . ber kel ey. edu

Although we focus here on processes involved in languagguemension, we assume that many of the mechanisms we discuss
will also be necessary for meaningful language production.



phonological and conceptual knowledge will not suffice. Gwrdel addresses the need for a dynamic in-
ferential semantics by viewing the conceptual understandi an utterance as the internal activation of
embodied schemas- cognitive structures generalized over recurrent peoeg@nd motor experiences —
along with the mentadimulation of these representations in context to produce a rich sefefances.

An overview of the structures and processes in our modelmgfuage understanding is shown in Fig-
ure 1. The main source of linguistic knowledge is a large sépry of constructions that express general-
izations linking the domains dérm (typically, phonological schemas) ameaning(conceptual schemas).
We also distinguish two interacting processes (shown ae witbws) that draw on these schematic struc-
tures to interpret an utterance appearing in a particulameonicative context:

e Theanalysisprocess determines which constructions the utterancanitistes. The main product of
analysis is thesemantic specification(or semspey, which specifies the conceptual schemas evoked
by the constructions involved and how they are related.

e Thesimulation process takes the semspec as input and exploits représestatderlying action and
perception to simulate (or enact) the specified eventgratobjects, relations, and states. The infer-
ences resulting from simulation shape subsequent proceasd provide the basis for the language
user's response.

FORM MEANING

Phonological . Conceptual
schemas Constructions schemas

j’ /—\ Communicative

context

Utterance

Semantic .| Simulation > Inferences
Specification

Figure 1: Overview of the simulation-based language unaeding model, consisting of two primary pro-
cesses: analysis and simulation. Constructions play aadente in this framework as the bridge between
phonological and conceptual knowledge.

The embedding of construction grammar in a simulation-dbdaeguage understanding framework has
significant representational consequences. ConstrgctivpECG need specify only enough information to
launch a simulation using more general sensorimotor anulitbeg structures. This division of labor reflects
a fundamental distinction between conventionalized, metiie meanings that are directly associated with
linguistic constructions, and indirect, open-ended ieffiees that result from detailed simulation. In effect,
constructions provide a limited means by which the discretds of symbolic language can approximate
the multidimensional, continuous world of action and pptice.

An adequate construction grammar formalism for our modedtrtherefore provide a coherent interface
between the disparate structures and processes needealyigisuand simulation; it must also be defined
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precisely enough to support a computational implememtafidve remainder of this section provides an in-
troductory tour of the ECG formalism — in particular, ourmegentations of embodied schemas (Section 1.1)
and constructions (Section 1.2) — using a simplified possibhlysis of the phraseto Romeas inWe drove
into Rome on TuesdayVe illustrate the formalism in greater detail with an extet analysis in Section 2,
and address issues related to the overarching simulatiseebframework in Section 3.

1.1 Embodied schemas

What doesnto mean, and how can we represent it? We take the central meafriimg to involve a dynamic
spatial relation in which one entity moves from the extetithe interior of another (as informally depicted
in Figure 2). In the cognitive linguistics literature, symrceptually grounded concepts have been defined in
terms ofimage schemas- schematic idealizations that capture recurrent pattdresnsorimotor experience
(Johnson 1987; Lakoff and Johnson 1980). The relation cagtoyinto can be seen as combining several
image schemas, including the following:

e TheTrajector-Landmark schema (Langacker 1987) captures an asymmetric spatitibredhip involv-
ing atrajector, whose orientation, location, or motion is defined relatvelandmark.

e The Source-Path-Goal (or simply SPG) schema (Johnson 1987) structures our understanding of di-
rected motion, in which &ajector moves (via someneans) along apath from asource to agoal.

e The Container schema (Johnson 1987) structures our knowledge of encl{osgzhrtially enclosed)
regions. It consists of Boundary separating thénterior of the container from itexterior, and can
also include gortal through which entities may pass.

Each image schema specifies structured relationships aaneetgpf participants, often calleoles (schema
names and roles are shown in sans serif typeface abovey;aatebe instantiated by particular values (or
fillers). Bottles, houses, and cities, for example, differ in maalest respects, but at a structural level
they can all be interpreted as instances ofGhatainer schema; the other schemas likewise provide a level
of structural abstraction over different situations. Rohdthin and across schemas may share their fillers,
resulting in more complex composite structures like thabemted withinto. In our example phras@to
Rome the city of Rome serves as the landmark with respect to whiganeral locative event takes place;
the destination of the motion; and the container within Wwhtte moving entity is ultimately located.

Source-Path-Goal

Trajector-
Landmark
Container

Figure 2: An iconic representation of some of the schemashied in the meaning ointo, including
Container, Trajector-Landmark, andSource-Path-Goal.

Image schemas are part of a long tradition in linguistic wsialof schematic structures associated, at
least implicitly, with richer underlying structures; tleemclude Fillmore’s (1982) semantitames(script-
like structures relating sets of interdefined participamtd props); Talmy’s (1988prce-dynamicschemas
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(capturing interactions involving the application or di@r of force); and Langacker’s (198 8gmantic
schemagthe basic unit for meaning representation in Cognitiven@rear). It appears to be this schematic
level, and not the more detailed sensorimotor level, theahtded crosslinguistically in grammatical sys-
tems (Talmy 2000). In ECG, we refer to such schematic strestasembodied schemagor schemas.

The simplest embodied schemas can, like their predecessodepicted as a list of roles, as shown in Fig-
ure 3. These roles allow external structures (includingiosichemas as well as constructions) to refer to the
schema'’s key variable features, providing a convenientedegf abstraction for stating diverse linguistic
generalizations. More importantly for our purposes, scheotes are also intended to servepasameters

to more detailed underyling structures that can drive acimulations; Section 3.2 describes how a broad
range of embodied meanings can be simulated using a dynapriesentation calleexecuting schemas

(Bailey 1997; Narayanan 1997).

schema SPG .
roles schema Container
schema Trajector-Landmark . roles
trajector L
roles interior
. source )
trajector exterior
path
landmark portal
goal
boundary
means

Figure 3: ECG formalism for schemas involved in the meaningto. Keywords of the notation are shown
in bold. The initial header line names the embodsetiema being defined, followed by an indentedles
block listing the schema role names.

schema Into
subcase of Trajector-Landmark

evokes

SPG as s Into
trajector: &\ T T T T T A
roles _ ‘ S\ SPG
trajector : Entity landmark: (Container L trajector; !
landmark : Container int;erigr: ; so?hrce: !
; exterior: ' path: !
constraints orta goal: 1
I

trajector <— s.trajector
s.source <— landmark.exterior
s.goal <— landmark.interior

boundary:

Figure 4: Thelnto schema, defined using the ECG formalism (left) and infoynd#picted as a set of
linked schemas (right)into is defined as aubcase of Trajector-Landmark thatevokes an instance of the
SPG schema (shown with a dashed boundary at right). Type camistran roles require their fillers to be
instances of the specified schemas, and identification f@ysdg—) indicate which roles have common
fillers.

More complex embodied schemas lilo involve the interaction of multiple schemas and their roles
Figure 4 draws on several additional representationalcdewio formalize our earlier prose description:

e Thesubcase of z tag asserts that the schema being defined is a specific cas®oé @eneral schema

>Though we focus here on meaning, schematic representatighe form domain can also be viewed as schemas and repre-
sented using the same formalism, as we will show in the netitose



z; all of 2’s roles are accessible and its constraints apply. In thepbainto is marked as a subcase
of the asymmetric relation between two entities capturethbyrajector-Landmark schema.

e Theevokes block allows the schema to be defined against the backgrdwttier schemas; each line
z as y gives the evoked schemaa local name (oalias) y for internal referencé.Here, an instance
of the SPG schema is evoked and labeledsas

¢ Type constraints (indicated with a colon, as y) restrict rolez to be filled by an instance of schema
y. The fillers of thelnto schema’srajector and landmark roles are required to be instances of the
Entity (not shown) andContainer schemas, respectively?

e Slot-chain notation is used to refer to a rglef a structurer asz.y; thuslandmark.exterior refers to
the exterior role of thelnto schema’dandmark role (itself aContainer instance).

¢ Identification constraints (indicated with a double-headed arrowg as— y) cause fillers to be
shared betweesn andy. Theconstraints blockidentifies (or binds) the schema'’s inheriteiajector
role with the evoke®PG instance’s trajector. The other identifications assetttti@trajector’s path
takes it from the interior to the exterior of the containétotfe that the same evoked schemas with a
different set of bindings would be needed to express the imganfiout of)

Other notational devices not illustrated by this examptduide:

¢ Filler constraints (expressed using a single-headed arrawsas y) indicate that the role is filled
by the elemeny (a constant value).

e The keywordself refers to the structure being defined. This self-refereragelaility allows con-
straints to be asserted at the level of the entire structure.

Overall, the ECG schema formalism provides precise butdlexneans of expressing schematic mean-
ings, ranging from individual schemas to structured sdemsan which multiple schemas interact. The
notational devices also allow us to assert that variousioek hold among schemas (subcase, evokes) and
their roles (identification, filler). Some of these bear &naklance to notions familiar from object-oriented
programming languages and constraint-based grammae3Hio86; Pollard and Sag 1994); these include
features, inheritance, typing, and unification/coindiexatBut, as suggested by some of our terminological
choices® the formal tools used for representing schemas must be digwkght of their main function
in the present context: providing means for external stnest to set simulation parameters. These exter-
nal structures include not just schemas but also, more itapidy, constructions represented using similar
mechanisms, as we describe in the next section.

*The evokes relation has some antecedents (though not pséyiformalized) in the literature: In combination with tkelf
notation to be described, it can be used to raise some steuctprominence against a larger background set of stegtaffectively
formalizing the notion oprofiling used in frame semantics (Fillmore 1982) and Cognitive Gram(irangacker 1991).

“Though no type constraints are shown in the other schemas, complete definitions could require the relevant roleseto b
categorized as, for example, entities or locations.

*Determining whether a given entity can satisfy a type caitstmay require activeonstrualthat depends on world knowledge
and the current situational context, discussed furtheeitién 3.3.2.

®The subcase relation, for example, does not presume stoicbtonic inheritance, and is thus more appropriate forurayg
radial category structure (Lakoff 1987). Similarly, tekes notation encompasses a more general semantic relatioreitinen
inheritance or containment; this underspecification aloweded flexibility for building semantic specifications.



1.2 Afirstlook at constructions

Constructional approaches to grammar take the basic urdihgiistic knowledge to consist of form-
meaning pairings, calledonstructions This characterization crosscuts many traditional lisgaidivi-
sions, applying equally well to constructions of varyinges (from morphological inflections to intona-
tional contours) and levels of concreteness (from leximahs and idiomatic expressions to clausal units
and argument structure patterns). In this section, we aaalyr examplénto Romeas involving several
such form-meaning mappings — including lexical constardiforinto andRomeand a phrasal construction
licensing their combination — and show how to represent timetime ECG construction formalism.

We begin with the simpler lexical constructions. The camgion corresponding ttto presumably
links thelnto schema described in Section 1.1 with some appropriate fepnesentation. Although potential
forms are not as open-ended as potential meanings, theytimeless include such diverse elements as
acoustic schemas, articulatory gestures, orthographie(&), and stress or tone patterns. To ease exposition,
we will rely here on a reduced notion of form including onlygpiological information, represented (as noted
earlier) using the ECG schema formalism previously appbiel¢t to the meaning domain. Figure 5 shows
the two form schemas used to define constructions in thigehaphighly abstracschematic-Form schema
of which all other form schemas are subcases; anta schema with one rolphon intended to contain
specific phonological strings. (We assume that all wordpaken languages have this role.)

schema Word
schema Schematic-Form subcase of Schematic-Form
roles

phon

Figure 5: TheSchematic-Form schema is the most general form schema; its (simplified) eaé)\ord
schema has phon role for specifying phonological strings.

construction INTO-CXN

construction SPATIAL-RELATION subcase of SPATIAL-RELATION
form : Schematic-Form form : Word
meaning : Trajector-Landmark phon «— /IntuV/

meaning : Into

Figure 6: TheSPATIAL-RELATION pairs aSchematic-Form as its form pole with &arajector-Landmark
as its meaning pole; its subcakero-Cxn further restricts these types. In particular, its form pisle
constrained to be Word whosephon role is filled with the specified phonological string.

Figure 6 shows how the relevant form-meaning associationinfo are expressed in the ECG con-
struction formalism. We define two constructions: a gengralTIAL-RELATION construction, and a more
specificINTo-CxN construction for our example. The notation is similar in pna@spects to that in the
schema formalism, with initial header lines naming thstructions being defined (shown inN&LL
CAPs, both in the figure and in text), andsabcase tag inINTO-CXN relating the two constructions. In
fact, the construction formalism includes all the représtional devices introduced for schemas. But to ful-
fill their basic function, constructions also include twoaémted blocks, labeleidrm andmeaning, which
stand for their two linked domains, poles These poles list the elements and constraints (if any)invith
each domain, but they should also be considered special@mmn(s of the construction that can be referred
to and constrained, roughly analogous to schema roles. @dversim the figure SPATIAL-RELATION’S type



constraints restrict its form pole to be an instanc&dfematic-Form and its meaning to be an instance of
Trajector-Landmark (from Figure 3). This constructional category is thus gahenough to include a variety

of spatial relations expressions that deribtgector-Landmark relationships, including not just single words
(like into andover) but also multiword expressions (lilkeit ofandto the left of. These type constraints ap-
ply to all subcases of the constructidjyTo-CXN imposes even stricter requirements, linking an instance
of Word (a subcase oSchematic-Form) with an instance ofnto (a subcase ofrajector-Landmark). The
form block also includes a filler constraint on jitson role, specifying Intu"V/ as the particular phonological
string associated with the construction,

The other lexical construction in our example is similagypiresented using a pair of related construc-
tions, one a subcase of the other. The constructions showigime 7 are intended to capture the basic in-
tuition that theRoME construction is a specifieferring expression (REF-EXPR) that picks out a known
place in the world. Referring expressions will be discuseetore detail in Section 2.1. For now we need
only stipulate thaREF-EXPR’'S meaning pole, an instance of tReferent schema, includes eesolved-
referent role whose filler is the entity picked out by the expressionour exampleRoMEe-CxN is defined
as a subcase of the general construction that, besidedyspgan appropriate phonological string, binds
this role to the (conceptual scheni@)me, a known entity in the understander’s ontoldgy.

construction RoME-CXN

: subcase of REF-EXPR
construction REF-EXPR .
) . form : Word
form : Schematic-Form W
L phon <+— /ro"*m/
meaning : Referent .
meaning

resolved-referent «+—— Rome

Figure 7: TheREF-EXPR construction underlying all referring expressions paisslaematic form with a
Referent schema. Its subcaf®oMEe-Cxn identifies theresolved-referent role of its meaning pole with the
known place specified by ttRome schema, and pairs this with the appropriate phonologiciaigst

The final construction used in our example phrase illustrbi®v constructions may exhibit constituent
structure. The phrasato Romeexemplifies a pattern in which a spatial relation with a gattir landmark
is associated with two expressionsSeATIAL-RELATION and aREF-EXPR, in that order. Despite the
relatively abstract nature of these elements, this pattambe expressed using the same representational
mechanisms as the more concrete constructions we haveyakean, with one addition. As shown in Fig-
ure 8, we introduce aonstructional block listing two constituent elements;, andim, which are typed as
instances of th&paTIAL-RELATION andREF-EXPR constructions, respectivéhy(Instances of construc-
tions are also calledonstructs) These constituents, and their form and meaning poles,bheagferenced
and constrained just like other accessible elements. Ifotingalism, a subscripted (for form) or m (for
meaning) on a construct’s name refers to the appropriate pdreover, since theelf notation refers to the
construction being definedelf; andself,,, can be used to refer to the form and meaning poles, resplgctive
of the construction in which they appear. We can thus assktions that must hold among constituents, or
between a construction and its constituents.

The form and meaning blocks of tf8PATIAL-PHRASE construction impose several such relational
constraints. The single form constraint expresses the water requirement mentioned earlier: the form
pole of rel must precede that dfn, though not necessarily immediately (since modifiers, f@anaple,

"This direct binding of theesolved-referent effectively captures the commonsense generalizatiorptioger nouns (by default)
pick out specific known entities. Other kinds of referringeessions typically require a dynamieference resolutiofprocess,
parameterized by thReferent schema, to determine the relevant entity; see Section 2.1.

8Note that this view of constituency extends the traditiopately syntactic notion to include form-meaning pairings



construction SPATIAL-PHRASE
constructional
Sr: SPATIAL-RELATION
Im : REF-EXPR
form : Schematic-Form
sry bef or e Imy
meaning : Trajector-Landmark
Srp.landmark <— Im,,
self,, — s,

Figure 8: TheSPATIAL-PHRASE construction has two constituents specified indhestructional block.
The form and meaning poles of these constituents are subjbcith a word order constraint (in the form
block) and an identification constraint (in the meaning kjocThe meaning of the overall construction is
also bound to the meaning of &sconstituent.

might intervene). We notate this constraint with the ind¢relationbef or e, one of many possible binary
relations between intervals set out in Allen’s (1984) Im&Algebra. (Immediate precedence is expressed
using theneet s relation.) The meaning block similarly relates the two c¢itnsnts: theandmark role of

the sr constituent’s meaning pole (an instance of Thgector-Landmark schema) is identified with thien
constituent’s meaning pole. The other constraint usesdtig notation to identify the overall construction’s
meaning pole (also an instance of threjector-Landmark schema) with that of itsr constituent. In other
words, the meaning of the entire construction is esseytthk same spatial relation specified by sts
constituent, but with the particular landmark specifiedtbyn constituent.

For theSPATIAL-RELATION construction to license our example phras® Rome instances of the
lexical INTo andROME constructions must satisfy all the relevant type, form, ar@ghning constraints on
the sr andim constituents. Note that the particular constructs inwblvey impose constraints not directly
specified bySPATIAL-PHRASE. In this case, thénto schema constrains itsndmark — identified by the first
meaning constraint with tHeome schema — to be an instance dantainer. Assuming, as suggested earlier
(though not formally depicted), that cities and other gapbical regions may serve at least abstractly as
instances of th€ontainer schema, the binding succeeds, resulting in a set of infeakemantic structures
resembling that depicted in Figure 4 with tReme schema serving as the landmark container.

Our brief introduction to Embodied Construction Grammas highlighted the formal representations of
both schemas and constructions. Embodied schemas capheralizations over experience in the domains
of form or meaning; we represent them as role descriptiamctires that can parameterize simulations.
Schemas may be subcases of more general schemas, or evokenahdin instances of other schemas;
their roles may be required to have fillers of specific typesthey may be identified with other roles
or filled by particular values. Constructions are in somessem special bipolar schematic structure that
captures generalizations over form-meaning pairs; thag #mploy a similar range of representational
mechanisms. Constructions may also have internal comistnat constituents upon which they may assert
relational constraints. In the next section, we illustrtite interaction of these conceptual and linguistic
representations in greater detail, deferring until thedtlsiection larger issues involved in the processes of
constructional analysis and simulative inference.

2 A detailed analysis

This section shows our construction formalism at work in aegremmplex example. We present a collection
of constructions that together license an analysis of ttezarice in (1):



(1) Mary tossed me a drink.

Our analysis follows that of Goldberg (1995) in presumingt tfie ditransitive argument structure (in this
example, the active ditransitive argument structure) isas@n interpretation in which one entity takes some
action that causes another entity to receive somethings,Tdithough the verbbssappears with a variety

of argument structures, its appearance in the examplersenig allowed only if its meaning pole can be
understood as contributing to a transfer event of this kind.

FORM CONSTRUCTS MEANING
ACTIVE- DITRANSITIVE Predication
+ Referent scene: | Transfer

agent:

theme:
recipient:
means;

/mexi¥/ M ARY ‘ resolved-referent:

accessibility: inactive

””””” . . : T T TN
l Predication

'
1
1
1
1
1
1
1
1

schema:

schema: | TOSS
! tosser
tossed

/tast/ TOSSED

!

1 event-structure: encapsulated

l | setting.time: past

Ly \ Referent
/mi”/ ME

- resolved-referent:

l accessibility: active
‘ Referent
/s/ A-CN-EXPR accessibility: unidentifiable
: number: singular

l f Referent 2
/daInk/ DRINK category: ( Drink ]

!

Figure 9: A depiction of a constructional analysidvidiry tossed me a drinkConstructs involved are shown
in the center, linking elements and constraints in the domaf form and meaning; schemas are shown as
rounded rectangles. (Some details not shown; see text.)

Figure 9 is a simplified depiction of the analysis we develophis section. The form and meaning
domains linked by constructional knowledge are shown agmgetangles on either side of the figure. Form
elements — including phonological schemas (shown simpphasological strings in rounded rectangles)
and word order relations (shown as arrows on a schematiclitigle— appear in the form domain. Mean-
ing elements — including schemas (shown as rounded ree@nghd bindings among their roles (shown
as double-headed arrows) — appear in the meaning domainsiXhectangles lying between these do-
mains correspond to the six constructs involved in the aimlyEach construct is labeled according to the
construction it instantiates and is linked to other elemémthe analysis in various ways. Horizontal lines
link each construct with its form and meaning poles, whilgieal arrows between the boxes express con-
structional constituency. For example, the box forMigry construct has a (form) link to the phonological
form /mexiY/ (residing in the form domain) and a (meaning) linkReferent schema (residing in the mean-
ing domain), which resolves toMary schema; in this analysis it is also a constructional carestit of the
ACTIVE-DITRANSITIVE construct.



The constructions and schemas shown in the diagram (assssvaral others not shown) are defined in
this section using the ECG formalism. As will become cleaangnof the details of the analysis — such as
the specific constructions and schemas involved, as wedllessitbcase relations among them — are subject
to considerable debate. Our current purpose, howevert i maffer the most general or elegant definition
of any particular construction, but rather to demonstrat& the ECG formalism can express the choices we
have made. The analysis also highlights the interactiowdsst lexical and clausal semantics, suppressing
details of how the formalism could represent sub-lexicalstauctions and more significant interactions with
the discourse context; alternative analyses are mentiwhede relevant.

We broadly divide the constructions to be defined in thisisednto those that allow the speakermréder
and those that allow the speakeptedicate This division reflects the differing communicative furets of
reference (typically associated with entities) and pratiio (typically associated with events). Following
Croft (1990, 1991, 2001), we take reference and predicatidre primary propositional acts that motivate
many traditional grammatical categories and relationsy tiso have natural interpretations in our frame-
work as the main schemas structuring the simulation (Se&ib). We organize our analysis accordingly:
the referring expressions in our exampleMary, me anda drink — are defined in Section 2.1, followed
by expressions involved in predication — both the main wegsedand the ditransitive argument structure
construction — in Section 2.2.

2.1 Referring expressions

The act of makingeference(to somereferent or set of referents) is a central function of linguistic comm
nication. Speakers use language to evoke or direct attetaispecific entities and events. A wide range of
constructions is used for this function, including pron®ime, it), proper namesHarry, Paris), and com-
plex phrases with articles, modifiers, and complements, @.gd ball Harry’s favorite picture of Pariy

But while the forms used in these constructions are highfialeée, they all rely on the notion of reference
as a core part of their meaning. TREF-EXPR (referring expression) construction defined in Section 1.2
and repeated here, is thus relatively schematic, linkiBghematic-Form with a Referent (Figure 10).

schema Referent
roles

category
restrictions
attributions
number
accessibility
resolved-referent

construction REF-EXPR
form : Schematic-Form
meaning : Referent

Figure 10: TheReferent schema, the meaning pole of all referring expressi®er¢ EXPR, repeated from
Figure 7), contains information related to an active rafeeeresolution process, including thember and
accessibility of the intended referent.

The roles of th&Referent schema correspond to information that a referring exprassiay convey about
a referent. These include its ontologicategory (e.g., human, ball, picturejgstrictions and attributions
that apply to various open-class characteristics of thereet (e.g., size or color); tieimber of the referent
(e.g. singular or plural), and its default level a¢cessibility (Lambrecht 1994) in the current discourse
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context (active, accessible, inactive, unidentifiable,)&t'?; Specific subcases ®ErF-Expr may place
further constraints on these roles, which are used in a apeeference resolution procedure that finds the
most likely referent in context (for example, a particulaotwn individual or event); this actual referent,
when determined, is the filler of thesolved-referent role. Some referring expressions, such as proper
nouns (likeRomé and local deictic pronouns (likeandmeé assert a direct binding on thesolved-referent
role.

Our example includes three different referring expressidary, Me, anda drink. We will analyze
these as involving three constructions that are all sulscalsthe REF-EXPR construction —MARY, ME,
and A-CN-ExpPr — as well asCoMmMoN-NOUN and its subcas®rINK-CXN. Some constraints in the
constructions we show could be expressed instead in these general constructions corresponding to
proper nouns, pronouns, and determined phrases. To gjnipdifanalysis, we have opted for more specific
constructions that make fewer commitments with respectiboase relations. Note, however, that the two
approaches can be viewed as informationally equivaleitt rgpect to the utterance under consideration.

We begin with theM ARy andME constructions (Figure 11). Both of these are specified asasals of
REF-EXPR, and have form and meaning poles that are structurally airtoltheRoME construction from
Section 1.2. Each form pole is an instance of taerd schema with the appropriate phonological string,
and each meaning pole constrainsrsplved-referent role and specifies the referent’s levekatessibility.
The differences in meaning pole constraints reflect thesuiif§ functions of proper nouns and pronouns:
proper nouns likéary refer to known ontological entities (here, thiary schema is intended to correspond
to an individual conventionally named “Mary”) and thus cam Used with no prior mention; they need
only a minimalinactive level of accessibility. In contrast, pronouns likeeandyouidentify referents for
which the interlocutors hawvetive representations in the current discourse; in this caséiheonstruction
makes deictic reference to tlspeaker role in the current context (notated herecagrent-space.speaker;
see Section 4 for discussion of how this role relates to workéntal spaces

construction ME
construction MARY subcase of REF-EXPR
subcase of REF-EXPR constructional
form : Word case <+— object
phon «+— /meaiY/ form : Word
meaning phon «— /miY/
resolved-referent <— Mary meaning
accessibility «— inactive resolved-referent <— current-space.speaker
accessibility +— active

Figure 11: TheMARY and ME constructions, both subcasesREF-EXPR, bind theReferent schema’s
resolved-referent role to theMary schema and the current speaker, respectively, and setediffdefault
levels ofaccessibility. The ME construction also constrains itase constructional feature.

TheME construction also differs from tHd ARy construction in having aonstructional block, whose
singlecase role is assigned the valusbject. In the SPATIAL-PHRASE construction, this block was used
only to list constructional constituents. Here, howeveg,illustrate its more general function of specifying

®Though not shown, the context model includes speaker aneteales, discourse context (referents and predications i
previous utterances), situational context (entities aeahts in the actual or simulated environment), and sharedegiual context
(schema instances known to both speaker and hearer). Wesimspldied version of Lambrecht’s (1994) terminology foferential
identifiablity and accessibility, though other discounsafeworks could be substituted.

00ther roles of this schema that may be relevant for partidatayuages includgender andanimacy; they are not relevant to
the current example and thus are not discussed here.
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construction CoMMON-NOUN
form : Schematic-Form
meaning
evokes Referent as ref
self,, <— ref.category

construction DRINK-CXN
subcase of CoMMON-NOUN
form : Word
phon +— /digk/
meaning : Drink

construction A-CN-ExPr
subcase of REF-EXPR
constructional

com-noun : COMMON-NOUN
form

a-form <«— /of

a-form bef or e com-nouny
meaning

self,, +— com-noun,,.ref

accessibility «— unidentifiable

number <— singular

Figure 12: Constructions underlyirg drink CommoN-NoUN and its subcas®RINK-CxXN supply a
referent’s category by bindings its meaning pole ([B®INK-CXN, the Drink schema) to its evokeRef-
erent schema’'sategory slot. TheA-CN-ExPR construction has one constructional constituent, typed as
a CoMMoON-NOUN, which it constrains to follow the form element it introdscga/). Its meaning pole,
Referent schema, is identified with the evok&eéferent of its constituent and further constrained.

any elements or constraints applicable to the construetiamwhole —that is, information residing in neither
the form nor meaning domain alone. Téese role (also termed a constructiorfelture) distinguishes the
ME construction from the constructions fio(subject case) andny (possessive case) (as discussed further
in Section 2.2.3). Note that in a more complete analysis @fiigl, thecase feature would be defined in a
generalPRONOUN construction; for other languages with wider use of cage,fdature might be defined
in the more abstra® EF-EXPR construction.

The final referring expression in our example, the phieaskink, has more internal structure than the
other ones we have considered. In traditional analyse$, wacd in the phrase — the artickeand the
common nourdrink — corresponds to a constituent of the overall expressionwgLelect here to treat the
article as semantically and formally inseparable from #ferring expression — that is, as tied to the context
in which it precedes some category-denoting expressiadi{ionally called a&common nounand refers to
an individual of the specified category. We formalize thialgsis in Figure 12 with three constructions: a
CoMMON-NOUN construction, its subcadeRINK-CXN construction, and thd-CN-EXPR construction
(or a-common noun expression, to contrast with a simif@rcommon noun expression, not shown). As
usual, other alternatives are possible, but this analygsuces the constraints present in our example while
demonstrating the flexibility of the ECG formalism as usedréderring expressions.

The overall intuition captured by the analysis is that commouns provide categorical information
about a referent, and expressions involving common nowateglrther restrictions on the reference resolu-
tion process. Th€ oMmMON-NOUN construction thus evokesReferent, whosecategory role is identified
with the entire construction’s meaning pole. Its subd@seNnk-CxN specializes both its form pole (with
a particular phonological string) and its meaning pole €tyjas arink). In sum, these two constructions
assert that the common nouwlnink has as its meaning pole ttwink schema, which is the category of
the Referent schema it evokes by virtue of being a common noun (as depictédjure 9). TheA-CN-
EXPR construction combines thReferent evoked by itscom-noun constituent — which, as an instance of
ComMmMON-NOUN, supplies categorical information — with its ovReferent meaning pole. The form block
introduces an internal form elemeatform and constrains it to appear before twen-noun constituent.
The meaning block imposes additional constraints on theatiwReferent, corresponding to the traditional
functions of the indefinite singular determirgertheaccessibility is set asinidentifiable, which among other
effects may introduce a new referent into the discourseestirind itshumber is set asingular.
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Our treatment of reference, though preliminary, neveesekuffices for the simple lexical and phrasal
referring expressions in our example. Further researobdassary to account for the full range of referential
phenomena, including modifiers, complements, and relataigses. But we believe that even these complex
referring expressions can be approached using the baategstrof evoking and constrainingReferent
schema that serves as input for reference resolution.

2.2 Predicating expressions

The act ofpredication can be considered the relational counterpart to referespeakers make attributions
and assert relations as holding of particular entities;thagl locate, or ground, these relations (in time and
space) with respect to the current speech context. Cermisalsoof constructions used to predicate include
Goldberg's (1995) basic argument structure constructaon other clausal or multiclausal constructions.
But many other kinds of construction — including the tramligl notion of averbas designating a relation
between entities, as well as both morphological constostand larger verb complexes that express tense,
aspect, and modality — provide information relevant to mgkiredications.

schema Predication
roles :
construction PRED-EXPR
scene :
form : Schematic-Form
schema . .
meaning : Predication
event-structure
setting

Figure 13: ThePredication schema an@®RED-EXPR construction are the analogs in the domain of predica-
tion to theReferent schema an®REF-EXPR construction. Théredication schema captures major aspects
of predicating, including the overaltene and the primargchema involved.

Figure 13 shows an ECG schema that organizes predicatitentpthePredication schema. As usual,
the roles given here are not intended to be exhaustive, bytsiliffice for describing a wide range of predi-
cations, including the one in our example, in precise endeghs to simulate. The schemaB®ED-EXPR
(predicating expression) construction is analogous tdthe-ExPR construction in covering a wide range
of expressions that predicate; it pairSehematic-Form instance with @redication instance. (Other pred-
icative constructions, like the verbal constructions tacbesidered later, may simply evokePeedication
instance in their meaning poles.)

The first two roles oPredication together specify the main conceptual content and partitigaucture
being asserted, in terms of both the ovesa#ine (typically set by clausal constructions) and a nsihema
involved (typically set by verbal constructions). In gealethe underlying semantics associated with these
two roles must be understood as part of one coherent eveatcehe role can be filled by a relatively lim-
ited set of schemas that describe basic patterns of iniemaamong a set of participants. These correspond
roughly to what Goldberg (1995) refers to as “humanly rait\scenes”, as well as to the basic scenes
associated with children’s cross-linguistically eatliggammatical markings (Slobin 1985); examples in-
cludeForce-Application (one participant exerting force on anothe3gJf-Motion (a self-propelled motion by
a single participant)caused-Motion (one participant causing the motion of another), or, as imesample
sentenceTransfer (a participant transfers an entity to a second participafiiese overall scenes general-
ize over the particular concrete actions involved — whetfwrexample, the participant in an instance of
Self-Motion sustains the motion by walking, hopping, or pushing throaighowd; the concrete schemas are
bound instead to thechema role. As we shall see, the relation betwesene andschema is at the crux
of the analysis process, since many factors influence thigradction. Their separation in tiReedication
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schema provides some useful representational flexibilitgividual constructions may specify as much or
as little as needed about these roles and how they are related

The remaining roles of theredication schema supply additional information about how the evett is
be understood. Thevent-structure role constrains the shape of the event asserted in the ptiedicor the
particular stage it profiles; cross-linguistically, maskef linguistic aspecttypically affect this role. The
event may also be located in a particudetting in time or space; tense markings, for example, generally
affect a substructuréme of thesetting role.

We analyze our example sentence as involving two main amigins that interact to define the over-
all predication: the verbdal'ossED construction and the clausAlcTIVvE-DITRANSITIVE construction.
These constructions exemplify the pattern mentioned ahtitneeverbal construction binds a particular ac-
tion schema (th&oss schema) to thechema role, while the clausal construction bind3ransfer schema to
thescene role!! In the analysis we will develop, these separately contithsthemas are directly related in
the final predication: the tossing action is understood eséansby which a transfer is effecteld. We ex-
amine first the schemas needed to represent the meaningigehwe our example sentence (Section 2.2.1)
and then use these to define the relevant verbal (Sectid?) ard clausal (Section 2.2.3) constructions.

2.2.1 Representing scenes

In this section we consider some schemas needed to reptesenteanings predicated by our example
sentenceMary tossed me a drinkWe interpret the sentence as asserting that at some pdarelspeech
time, the referent oMary applied a tossing action to the referentaafirink, which as a result is received by
the referent ofne(the speaker in the current context). Prototypically, tbi@oa of tossing is a low-energy
hand action that causes an entity to move through the age sifntrinsically causes motion, we will define
it relative to the generataused-Motion schema. Our example has the further implication that thereat

of a drinkis received by the speaker. That is, it depicts an overafiesoéTransfer, in which one entity acts
to cause another to receive a third entity, irrespectivi@farticular action involved.

We follow Goldberg (1995) in attributing thifansfer semantics to the ditransitive clausal pattern, or
argument structure construction, where the subject esciwecauser of transfer, the first postverbal object
encodes the recipient of transfer, and the second postvebpect the transferred entity. We base this
analysis on evidence such as that in (2):

(2) a. Mary spun/broomed me a drink. (transfer)
b. ? Mary tossed the floor a drink. (?transfer)
¢. Mary tossed a drink to the floor. (caused-motion)

Sentence (2a) shows that ditransitive syntax can imposatanded transfer reading even on verbs not
prototyically associated with transfer, including transi verbs likespinas well as novel denominal verbs
like broom This transfer sense is distinct from the semantics agsakigith caused-motion clausal syntax,
as demonstrated by the differing acceptability of the s@ds in (2b) and (2c). The referent of the first
object in a ditransitive sentence must serve as a recipiemihatis, it must be categorized or construed
as something that can receive the transferred object. T2hsh@s an acceptable reading only under a
(metaphorical, anthropomorphized) construathad flooras a possible receiver and possessor of objects.

1Both constructions can be viewed as combining two othertoactions: the finite vertifossep could result from a mor-
phological construction combining the verbal stevaswith an-ed marker; and the information in th&CTIVE-DITRANSITIVE
construction could be separately specified IDI@RANSITIVE argument structure construction and AaTive clausal construc-
tion, which could also impose constraints on the predic&imformation structure (not included in the current gsal). These
more compositional analyses are consistent with the appradopted here and can be expressed in the ECG formalism.
120ther possible relations mentioned by Goldberg (1995)itelsubtype, result, precondition, and manner.
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This requirement does not apply to the caused-motion argusteucture in (2c), which implies only that
the agent causes motion of the entity along some path, witiguentailment of receiving?

schema Caused-Motion schema Transfer

evokes evokes
Force-Application as fa Force-Application as fa
SPGas s Receive as rec
Cause-Effect as ce Cause-Effect as ce

roles roles
agent <— fa.energy-source agent <— fa.energy-source
theme <— fa.energy-sink «+— s.trajector theme <— rec.received
path <— s recipient <— rec.receiver
means <— fa.means means <— fa.means

constraints constraints
ce.cause +— fa ce.cause <— fa
ce.effect +— s ce.effect «— rec

Figure 14: The structurally similaCaused-Motion (in which anagent acts on aheme via somemeans
such that it moves alongmath) andTransfer (in which anagent acts on aheme via somemeans such that
it is received by aecipient) capture scenes relevant to the example.

These intuitions can be made concrete using the repreisetaiools of ECG to define the two relevant
scenesgCaused-Motion andTransfer (Figure 14), each defined in terms of several other schenigsré-15).
The two scenes are structurally parallel: each involvesaefal action on the part of amgent entity, which
causes some effect ontlleme entity. The forceful action is captured by tiferce-Application schema,
which involves arenergy-source that exerts force on aanergy-sink via somemeans, possibly through
aninstrument; the type and amount of force may also be specfffefihe causal structure is captured by
the simpleCause-Effect schema, which lists only eause and a resultingffect. Each of the schemas in
Figure 14 evokes both theprce-Application andCause-Effect schemas and asserts constraints that identify
theagent in each scene with thenergy-source of the forceful action, the overatheans of the scene with
the means of the forceful action, and the forceful action itself wittetCause-Effect’s cause.

schema Cause-Effect
schema Force-Application roles
roles cause
energy-source effect
instrument
energy-sink
force-type schema Receive
force-amount roles _
means receiver
received

Figure 15: Embodied schemas contributing to the examplesea:Force-Application captures scenarios in
which anenergy-source exerts force on aanergy-sink; Cause-Effect captures causal relations; aReceive
schema has roles forraceiver and areceived entity.

Where the two scenes differ is in their effects — that is, eplarticular schemas bound to #féect role

1Bsee Goldberg (1995) for further motivation of details of #malysis, such as the choice of the action of receiving rattam a
state of possession as the result of the transfer action.
¥This schema can be seen as one of many types of force-dynateiadtion described by Talmy (1988).
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of their evokedCause-Effect schemas. In th€aused-Motion scene, the result of the forceful action is the
motion of thetheme entity along a path; this is captured by an evokeds schema (defined earlier), whose
trajector is bound to theheme. (Note that the formalism allows multiple identificatiors lie expressed
at once, in either the roles or constraints block.) InTramsfer scene, theffect is bound not to arsPG
but rather to an evokeBReceive schema, with theeceiver and thereceived bound to theTransfer scene’s
recipient andtheme roles, respectively.

Both scenes we have defined are abstract in that the partéatian (ormeans) involved is not specified;
indirectly, however, they both require some action thabisstruable as applying force, and that dyent
role’s filler must be capable of performing. The concretéoast are typically supplied by specific verbs.
These indirect constraints thus play a key role in detemmgitiow verbs interact with clausal constructions
evoking these scenes, as we will show for the particular iesedn the remainder of this section.

2.2.2 TOSSED as aVERB

We first consider how the action of tossing can be represersied embodied schemas before defining the
construction for the verlnssed As noted earlier, th@oss schema needed for our example is semantically
compatible with either of the scenes we have describedt luintrinsically associated with caused motion
and thus defined here against the backdrop ofCgsed-Motion schema (Figure 16). SpecificallJpss
evokes both aCaused-Motion schema and &ly schema (not shown); it identifies itself with thesans

role of the evokedCaused-Motion, as expressed by the first line in the constraints block. E€hgaming
constraints straightforwardly identify thiss’s two roles, atosser and atossed object, with appropriate
roles in the evoked schemas; restrict the degree of foratingbe causal action fow; and bind theneans

of the associated resulting motion to the evokg&daction. In sum, the action of tossing is a (somewhat)
forceful action on an entity that causes it to fly. (As usuais schema should be viewed as summarizing
the motor parameters for a more detailed representatioheofassing action schema, to be discussed in
Section 3.2.1.)

schema Toss

evokes
Caused-Motion as cm
Fly as f

roles
tosser <— cm.agent
tossed <— cm.theme «— f.flyer

constraints
cm.means <— self
cm.fa.force-amount +— low
cm.path.means <— f

Figure 16: TheToss schema is identified with theeans of its evokedCaused-Motion. It also constrains
the associateHorce-Application to be a low-force action that results in a flying motion.

We now turn to the verlbossed which is linked to theToss schema described in the last section, but
also carries aspect and tense information that appliesetéater predication associated with the overall
sentence. Loosely following Langacker (1991), we defineMe®&B construction as a word that evokes a
Predication instance, such that its subcases (includingTresseED construction) may assert further con-
straints (both constructions are shown in Figure 17). Sigatly, the ToSSED construction associates the
phonological form /tast/ with a meaning pole typed as aramst of theToss schema. This entire mean-
ing pole is bound tgred.schema, indicating that it serves as the main schema of its evékedication.
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The remaining constraints affeBtedicaton roles related to aspect and tense. First, as discusseeffimth
Section 3.2.1, the English simple past tense can be modsieg executing schemas that suppressror
capsulate details of their internal structure during simulatione ®redication’s event-structure is thus set
asencapsulated. Second, the constraint setting tved.setting.time aspast indicates that the time during
which the relational predication holds, corresponding ¢éicRenbach’s (1947) Event Time, must be prior to
the (contextually specified) Speech Time.

construction TOSSED
subcase of VERB

construction VERB form
form : Word phon : /tast/
meaning meaning : Toss
evokes Predication as pred self,, <— pred.schema

pred.event-structure <— encapsulated
pred.setting.time «— past

Figure 17: ThéVERB construction evokesRredication schema. Its subcad80ssED construction identifies
its meaning pole, typed asTass schema, with the evokedredication schema’s mairschema role and
asserts aspect and tense constraints.

2.2.3 TheAcTIVE-DITRANSITIVE construction

The only remaining construction to define is the argumenitctire construction spanning the entire ut-
terance, theAcTIVE-DITRANSITIVE construction. As suggested earlier, we analyze this coctstn
(Figure 18), as well as other ditransitive constructiolke PASSIVE-DITRANSITIVE and IMPERATIVE-
DITRANSITIVE, as a subcase of tfRRED-EXPR construction whose associated predication is based on a
scene offransfer. The close relation between this clausal construction la@tiransfer scene is reflected by
its four constituents, which are deliberately given akagarallel to those of th&ansfer schema’s roles.
Constructional constraints enforce case restrictionsronquns filling theagent, theme, andrecipient
constituents (discussed in Section 2.1), accounting fjutigments in (3%2

(3) a. * Mary tossed I/my a drink.
b. * Me/my tossed Mary a drink.

The three order constraints reflect intuitions suggestethdgxamples in (4):

(4) a. Mary tossed me a drink.

b. Mary happily tossed me a drink.
* Mary tossed happily me a drink.
d. *Mary tossed me happily a drink.
e. Mary tossed me a drink happily.

o

That is, theagent must precede thection (though not necessarily immediately), and no interveniagemal
is allowed between thaction andrecipient constituents, nor between theipient andtheme constituents.

B0ur use of a formal case attribute does not preclude thelliigsihat case patterns may be motivated by semantic aeijigis
(Janda 1991). The current analysis is intended to demadastosv constraints on such a constructional feature coulthpesed; a
more detailed analysis would involve defining construaitimat capture the form and meaning regularities relatedde marking.
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construction ACTIVE-DITRANSITIVE
subcase of PRED-EXPR
constructional
agent : REF-EXPR
action : VERB
recipient : REF-EXPR
theme : REF-EXPR
recipient.case «— object
agent.case «+— subject
theme.case «— object
form
agent, bef or e actiony
actiony meet s recipient;
recipient; meet s themey
meaning
evokes Transfer as tr
self,,.scene —tr
tr.agent <— agent,,
tr.theme <— theme,,
tr.recipient <— recipient,,
tr.means <— action,,
self,, ¢— action,,.pred

Figure 18: TheAcTive-DITRANSITIVE construction has four constituents, including three rafgrex-
pressions with specified case values. Besides imposing codstraints, the construction binds its meaning
pole (aPredication), with its verbal constituent’s evoked predication; it®ked Transfer schema with its
scene role; and the meaning poles of its constituents with rolehefransfer schema.

The meaning constraints are more complicated. The entiemimg pole is @redication, as specified
by the PRED-EXPR construction, but it also evokes an instance of Ttamsfer schema. This schema is
bound toself,,.scene — that is, thescene role of the overall construction’s meaning pole, whichseit an
instance oPredication — and its roles are in turn bound to the meaning poles of thewsiconstituents. A
final complication is dealt with by the last meaning consitaivhich identifies the entire meaning pole with
the Predication evoked by the verbadction constituent. (This binding corresponds to the double-béad
arrow linking the twoPredication schemas in Figure 9.) This constraint allows the overalflipegion to
incorporate any relevant constraints expressed by the verb

We can now examine the interaction of verbal and clausal sgecsdan our example, in which thctive-
Ditransitive construction’saction constituent is filled by the vertossed The verbal and clausal constructions
both assert constraints on the overall predicati®mssSED supplies aspect and tense information and the
main schema involvedTéss), while Active-Ditransitive specifies the scendrénsfer) and binds its roles.
Crucially, theToss schema provided by the verb is required to serve as a mearanefdr (since it is bound
to the Transfer schema’smeans role). This binding succeeds, since batiss and theTransfer schema’s
means role are bound to theneans of a Force-Application schema (see Figure 14 and Figure 16). As a
result, the forceful action involved in a transfer eventdsntified with the forceful action involved in a
tossing action, which in turn causes tigent of transfer to be bound to thesser. Similar propagation of
bindings also leads thessed object to be identified with theheme of the transfer event, although we have
not shown the relevant internal structure of Bexeive schema®

1A fuller definition of theReceive schema would evoke a8PG as (part of) thesffect of the Transfer schema’s evokegorce-
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As just shown, the formalism permits the expression (andreament) of bidirectional constraints
between verbal and clausal semantics — in this case, for@eai restriction on ditransitive construction
to verbs that entail some force-dynamic transfer (Langatk81). Failure to fulfill such restrictions can
result in reduced acceptability and grammaticality of ipatar combinations of clausal constructions with
particular verbs or referring expressions:

(5) *Mary slept me a drink. (Her sleeping gave the speaker a drink.)

In an attempted analysis of sentence (5) as an instance dfd¢hevE-DITRANSITIVE construction, the
construction filling theaction constituent would be that correspondingstept The lack of the requisite
force-dynamic semantics in the schema associated witpislg@ccounts for the sentence’s questionable
acceptability. Section 3.3.1 discusses related phenoragsiag during analysis that likewise depend on
semantic compatibility.

We have now completed our extended tour through the cotistingclicensing one analysis dary
tossed me a drinkAs should be clear from the disclaimers along the way, sortalsidave been simplified
and complications avoided for ease of exposition. But wiikeresulting analysis may not capture all the
linguistic insights we would like, we believe that issuelsited to the content of the construction are sepa-
rable from our primary goal of demonstrating how a broadetgirof constructional facts can be expressed
in the Embodied Construction Grammar formalism. The nestice situates the formalism in the broader
context of language understanding, using the construstmd schemas we have defined to illustrate the
analysis and simulation processes.

3 ECG in language understanding

Now that we have shown how constructions and schemas carfibedlg the ECG formalism, we shift our
attention to the dynamic processes that use the formalistafiguage understanding. Section 3.1 shows
how the analysis process finds relevant constructions atipes a semantic specification, and Section 3.2
then shows how the simulation can use such a semspec, altmgsvassociated embodied structures, to
draw inferences that constitute part of the understanditigecutterance. In Section 3.3, we consider issues
that arise in attempting to account for wider linguistic getizations and sketch how they might be handled
in our framework.

3.1 Constructional analysis

Constructional analysis is a complex undertaking that drawdiverse kinds of information to produce a
semantic specification. In particular, since construsticarry both phonological and conceptual content, a
constructioranalyzer— essentially, a parser for form-meaning constructions —stmespect both kinds of
constraint. Analysis consists of two interleaved proceduthe search for candidate constructions that may
account for an utterance in context; and the unification efdinuctures evoked by those constructions in a
coherent semspec. Bryant (2003) provides technical deshiin implemented ECG analyzer along these
lines; here we illustrate both procedures in the vastly §ifrag situation in which the known constructions
consistonly of the constructions defined in Section 2. The search spabessextremely limited, and the
unification constraints in the example are relatively gtitfbrward.

A typical analysis begins with the phonological forms in d@erance triggering one or more construc-
tions in which they are used. Given our reduced search sgfasdiappens unambiguously in our example:
the lexical constructions underlying the wordsry, tossedme anddrink (ignoring the possible verb stem

Application. Since the forceful actions of thess andTransfer schemas are identified, their respective effects are asngslliting
in a binding between theiossed andtheme roles.
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construction with the same form) each trigger exactly omestraction; since no additional form constraints
remain to be satisfied, the various schemas evoked by thérectisns are added to the semspec. The
word a similarly cues theA-CN-ExPR construction (since the phonological form corresponding ts

part of its form pole). The cued construction has an addifieom-noun constituent to fill; fortunately,

the relevant form and meaning constraints are easily satibfy the previously cueBrINK construct. The
AcTIVE-DITRANSITIVE iS triggered by the presence of the other analyzed constiutite observed order;

its constraints are then checked in context. As mentionegeittion 2.2.3, it is this step — in patrticular,
ensuring that the construction’s semantic requirememts@mnpatible with those of its verbal constituent —
that poses the main potential complication. In our exampeever, the schemas as defined are enough to
license the bindings in question, and the utterance is sefid®y analyzed.

We mention in passing some issues that arise when constrat@nalysis is not restricted to our care-
fully orchestrated example sentence. The search for catedabnstructions grows much harder with larger
sets of constructions and their attendant potential anitiggu The number of constraints to be satisfied —
and ways in which to satisfy them — may also make it difficulthmose among competing analyses. Ap-
proaches to these essentially computational problemsinaygnitive plausibility, but a few properties are
worth noting as both cognitively and computationally attiige. As in our example, analysis should proceed
in both bottom-up and top-down fashion, with surface fesduwsf the utterance providing bottom-up cues
to the constructions involved, and cued constructionsmnpiaiéy supplying top-down constraints on their
constituents. An equally important principle (not exglici our example constructions) is that processing
should reflect the graded nature of human categorizationaamgiage processing. That is, constructions
and their constraints should be regarded not as determjrisit as fitting a given utterance and context to
some quantifiable degree; whether several competing asafitghe utterance equally well, or whether no
analysis fits an utterance very well, the result of procgsisinhebest-fittingset of construction’’

The semantic specification resulting from the unificationcpss described above is shown in Figure 19.
Predications and referents are shown in separate sedtiamspherent semspec, all schemas are eventually
bound to some predication or referent structure. The degpthemas and bindings illustrate the main ways
in which the constructions instantiated in a successfulyaizacontribute to the semspec:

e Constructions may include schemas (and the bindings thegifgp directly in their meaning poles,
or they may evoke them. The three referents and single @i@olicshown can each be traced to one
or more constructions, and each schema effects variougngmdnd type constraints on its subparts
and roles.

e Constructions may effect bindings on the roles of their s@dmand constituents. Most of the bindings
shown in the figure come from thecTIVE-DITRANSITIVE construction and its interaction with its
constituents. Note also that the figure shows a single ptdit the result of unifying the predica-
tions in theTossED and theACTIVE-DITRANSITIVE constructions; th®rink category has likewise
been unified into the appropriate referent schema.

e Constructions may set parameters of their schemas to gpeaifies; these values have fixed inter-
pretations with respect to the simulation. TResSED construction, for example, sets its associated
predication’ssetting.time to bepast (shorthand for locating the entire event previous to spéiend)
and itsevent-structure to be encapsulated (shorthand for running the simulation with most details
suppressed, to be discussed in the next section).

1"Both probabilistic and connectionist models have some efdésired properties; either approach is theoreticallypatible
with the ECG formalism, where constructions and their aemsts could be associated with probabilities or connactieights.
See Narayanan and Jurafsky (1998) for a probabilistic mofdeUman sentence processing that combines psycholingdesta
involving the frequencies of various kinds of lexical, setic and semantic information. The resulting model mat¢henan data
in the processing of garden path sentences and other l@allyguous constructions.
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SEMANTIC SPECIFICATION
PREDICATIONS REFERENTS

Predication

Transfer
agent<— |
theme:«————

Referent

resolved-referent:

accessibility: inactive

\ Referent
e

accessibility: unidentifiable
number: singular

scene:

T~
recipient:

means:

schema:

event-structure: encapsulated
setting.time: past

resolved-referent:

accessibility: active

Referent

Figure 19: Semantic specification showing predications rafickents produced by the analysisMéry
tossed me a drinkThe overall predication hasTansfer schema as itscene, and aToss schema (which
is also theameans of transfer) as itschema. TheTransfer schema’sagent is bound to theMary schema, its
recipient to thespeaker, and itstheme to an unidentifiable, singular referentaftegory Drink.

The figure does not show other schemas evoked by several ethigenas, including the instances of
Force-Application in both theTransfer and Toss actions that are unified during analysis. It also does not
show how the semspec interacts with discourse context anckfarence resolution process. Nevertheless,
the semspec contains enough information for an appropsiatalation to be executed, based primarily on
the Toss schema and the embodied motor schema it parameterizes.ctiors8.2 we describe how such
dynamic knowledge is represented and simulated to prodigcimferences associated with our example.

3.2 Simulative inference

We have claimed that constructional analysis is merely ci@rfirst step toward determining the meaning of
an utterance, and that deeper understanding results fesirttulation of grounded sensorimotor structures
parameterized by the semspec. This section first descritize aepresentations needed for the tossing
action of our example (Section 3.2.1), and then discussestlhese representations can be simulated to
produce fine-grained inferences (Section 3.2.2).

3.2.1 An execution schema for tossing

Executing schemagsor x-schemasare dynamic representations motivated in part by motompanceptual
systems (Bailey 1997; Narayanan 1997), on the assumptairttta same underlying representations used
for executing and perceiving an action are brought to beanderstanding language about that action. The
x-schema formalism is an extension of Petri nets (Murat®L&&t can model sequential, concurrent, and
asynchronous events; it also has natural ways of captueisigifes useful for describing actions, including
parameterization, hierarchical control, and the consiomg@nd production of resources. Its representation
also reflects a basic division into primitives that corregpmughly to stative situations and dynamic actions.
We use tossing, the central action described by our exantf@eance, to illustrate the x-schema com-
putational formalism. Th&oss schema evoked by tHE0sSED construction parameterizes thessing-
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Execution schema, which is the explicit, grounded representatiom@fsensorimotor pattern used (by an
implicit tosser) to perform a tossing action, shown in Figure 20. Informélte figure captures a sequence
of actions that may be performed in tossing an object fghsed parameter), including possible prepara-
tory actions (grasping the object and moving it into a sugaibarting position) and the main tossing action
of launching the object (shown in the hexagon labealedeus). This main event may include subsidiary
actions that move the object along a suitable path befoeaselg the object, all with low force. A number
of perceptual conditions (shown in the area labglettept vecton must also hold at specific stages of the
event: thetossed object must be in the hand (of thesser) before the action takes place, and afterward
it will be flying toward sometarget. (Thetarget role was not shown in th@ss schema definition from
Figure 16, but would be bound to #pg.goal.)

prepare nucleus

grasp
tossed

hand move into,
position

ongoing release®,
P N .

A tossed
-~ “forward,

start \ propel‘
. tossed

tossed
flying toward
target

tossed
in reach

PERCEPT VECTOR

Figure 20: A simplified x-schema representing motor andqur@l knowledge of the tossing action, de-
fined relative to theosser. (Not all arcs are shown.)

The x-schema formalism provides a graphical means of reptieg the actions and conditions of the
dynamic event described. An x-schema consists of a ggaoés(drawn as circles) antlansitions (drawn
as hexagons) connected bycs (drawn as arrows). Places typically represent perceptomdiitons or
resources; they may bmarked as containing one or motekens (shown as black dots), which indicate
that the condition is currently fulfilled or that the resariis available. In the stage depicted in the figure,
for example, two places in the percept vector are markedtatidg that the object to be tossed is currently
in the tosser’s hand, and that the tosser currently has soetrgye (The figure does not show incoming arcs
from separate perceptual input mechanisms that detechesibte appropriate conditions hold.) The other
places in the figure are control states for the action (ergbled, ready, ongoing, done, which we discuss
in Section 3.2.2). The overall state of the x-schema is defasethe distribution of tokens to places over the
network; this assignment is also calledharking of the x-schema.

Transitions typically represent an action or some othenghan conditions or resources; the ones
shown here each correspond to a complex action sequenceuwtidndinate x-schemas whose details are
suppressed, ancapsulated at this level of granularity. The figure shows how the togsirschema’s main
launching action could be expanded at a lower level of geaity] the subordinate schemas are drawn with
dotted lines to indicate that they are encapsulated. Neatietifese transitions also have labels relevant to
the overall control of the actiorpfepare, start, finish, iterate, nucleus); again, these will be discussed in
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Section 3.2.2. Directed arcs (depicted in the figure as ayoannect transitions to eithigiput places(i.e.,
places from which it has an incoming arc)aurtput places (i.e., places to which it has an outgoing arc).

X-schemas model dynamic semantics by the flow of tokens. roRew through the network along
excitatory arcs (single-headed arrows), according to the followilgsiMWhen each of a transition’s (exci-
tatory) input places has a token, the transitioariabledand carfire, consuming one token from each input
place and producing one token in each output place. An xrsaleecutioncorresponds to the sequence
of markings that evolve as tokens flow through the net, s@iftiom an initial marking. Given the initial
marking shown in the figure, the transition labelagtleus can fire, consuming tokens from each input
place. The firing of this transition causes the executiorhefdubordinate sequence of actions; once these
have completed, the transition’s firing is complete andekare placed in its output places, asserting that
the tossed object is now on its trajectory. The overall takewement can be interpreted as the expenditure
of energy in a movement that results in the tossed objecingakie tosser’s hand and flying through the air.

Most of the arcs shown in thess-Execution schema are excitatory; places and transitions may also be
connected bynhibitory andenablingarcs. Inhibitory arcs (not shown in the figure), when marledyent
the firing of the transitions to which they have an outgoingraztion. Enabling arcs (shown as double-
headed arrows) indicate a static relationship in which asit@n requires but does not consume tokens
in enabling places. The figure shows two of the subschemagpsulated within thaucleus transition as
having enabling links from the place indicating that theegbjs in the tosser’s hand; this makes sense since
contact with the object is maintained throughout the aatibpropelling the tossed object. (Again, the arcs
are drawn using dotted lines to indicate their encapsulstiatds.)

The x-schema formalism has just the properties neededw simulation in our framework. X-schemas
can capture fine-grained features of complex events in dgnamironments, and they can be parameterized
according to different event participants. Constructioan thus access the detailed dynamic knowledge
that characterizes rich embodied structures merely byifgper a limited set of parameters. Moreover,
the tight coupling between action and perception allowsliigontext-sensitive interactions, with the same
x-schema producing strikingly different executions bageanly slight changes in the percept vector or in
the specified parameters. In the next section we show howersas can be used for fine-grained inference
on the basis of an analyzed utterance.

3.2.2 Simulation-based inferences

We complete the discussion of our example sentence by sumingahow the active representations just
described are used during simulation. The semspec in Fiuntains all of the parameters necessary
to run the simulation, including th®ss-Execution schema shown in Section 3.2.1Tansfer schema for
the overall event, and the relevant referents. We assuméhthaemspec referents are resolved by separate
processes not described here; we simply use the t&tARY, SPEAKER, and DRINK to refer to these
resolved referents. Our example semspec asserts that eébiiegh tossing execution takes place (in its
entirety) before speech time. In other words, theleus transition is asserted to have fired, placing a token
in the done place, all before speech time.

The dynamic semantics described in the last section giveh&rsas significant inferential power. The
parameterization and marking state asserted by the semapedoe executed to determine subsequent or
preceding markings. The asserted marking thus impliesinkiance, that thebject in hand place was
marked at an earlier stage of execution (shown in the figupad©fToss.ready), and that thenergy place
has fewer tokens after execution than it did before (not shimathe figure). Part of the inferred trace of
evolving markings is shown in Figure 21, organized roughiyooologically and grouped by the different
stages associated with the event-level transfer schemthamadtion-level tossing schema. We use the labels
TRANS andTOSS to refer to the particular schema invocations associatéu this semspec.
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TRANS.ready SPEAKER does not have DRINK
TRANS.nucleus MARY exerts force via TOSS
TOSS.enabled DRINK in reach of MARY
TOSS.ready DRINK in hand of MARY
TOSS.nucleus MARY launches DRINK toward SPEAKER
MARY expends energy (force-amount = low)
TOSS.done DRINK flying toward SPEAKER
DRINK not in hand of MARY
TRANS.nucleus MARY causes SPEAKER to receive DRINK
TRANS.done SPEAKER has received DRINK

Figure 21: Some inferences resulting from simulafihgry tossed me a drink

The stages singled out in the table are, not coincidentiié/same as in the bold labels in Figure 20.
These labels play an important structuring role in the everany actions can be viewed as having an un-
derlying process semantics characterized by the idensfagkes. The common structure can be viewed as
a generalized action controller that, for a particularagctis bound to specific percepts and (subordinate)
x-schemas. This generalized action controller captureséimantics of event structure and thus provides a
convenient locus for constructions to assert particulakkings affecting the utterance’s aspectual interpre-
tation. The resulting inferences have been used to modael@nange of aspectual phenomena, including the
interaction of inherent aspect with tense, temporal adakrland nominal constructions (Narayanan 1997,
Chang, Gildea, and Narayanan 1998). For current purpdsesufficient to note that certain constructions
can effect specific markings of the tossing x-schema:

(6) a. Mary is about to toss me a drink. (ready place marked)
b. Mary is in the middle of tossing me a drink. (ongoing place marked)
¢. Mary has tossed me a drink. (done place marked)

As previously mentioned, tense and aspect markers can@is® &n entire x-schema to be viewed as
encapsulated within a single transition, much like the sdibate x-schemas in Figure 20. This operation
has the effect of suppressing the details of execution elevant for a particular level of simulation. In our
example sentence, this encapsulated aspect is imposed mHSED construction described in Section 2.
As a result, while the full range of x-schematic inferencesavailable at appropriate levels of simulation,
the default simulation evoked by our example may eschew soieiplex details such as how far the tosser’s
arm has to be cocked and at what speed a particular object flies

3.3 Scaling up

In this section we venture outside the safe haven of our eleaama show how the semantic expressiveness
of the ECG formalism can be exploited to model some of the rkafde flexibility demonstrated by human
language users. The key observation is that the inclusiatetiled semantic information adds consider-
able representational power, reducing ambiguities amsvall simple accounts for usage patterns that are
problematic in syntactically oriented theories. Sectidh Bexplores the use of semantic constraints from
multiple constructions to cope with ambiguous word sensbiie Section 3.3.2 addresses creative language
use by extending the formalism to handle metaphorical eessof the constructions we have defined.
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3.3.1 Sense disambiguation

Section 2 showed how verbal and clausal constructionsaicitén determine the overall interpretation of an
event, as well as to license (or rule out) particular semnammbinations. As mentioned in Section 2.2.3,
this account provides a straightforward explanation fer differing behavior otossedand sleptwith re-
spect to the ditransitive construction, as illustrated ) a similar pattern is shown in (7b) (exemplifying
Goldberg's (1995CAUsED-MOTION construction, not shown here):

(7) a. Mary tossed/*slept me a drink. (transfer)
b. Mary tossed/*slept the drink into the garbage. (caused motion)

In both examples, the acceptability of the véosshinges directly on the fact that its associated semantic
schema for tossing — unlike that for sleeping — explicithcedes an appropriate force-dynamic interac-
tion. The examples in (7) involvingpssedalso illustrate how the same underyling verb semantics ean b
bound into different argument structures. Thus, in (7ajtdissing action is the means by which a transfer
of the drink is effected; in (7b) the tossing action is use@as of an event of caused motion.

The same mechanisms can help select among verb sensegtilgttidifferent event features:

(8) a. Mary rolled me the ball. (caused motion)
b. The ball rolled down the hill. (directed motion)

The verbrolled as used in (8a) is quite similar to the usetaedsedin our example sentence, referring to
the causal, force-dynamic action taken by Mary to causepbaker to receive an object. But (8b) draws
on a distinct but intimately related sense of the verb, ola¢ ifers to the revolving motion the trajector
undergoes. A simple means of representing these two selithits the ECG framework is to hypothesize
two schemas associated with rolling — one evoking @laesed-Motion schema shown in Figure 14 and
the other evoking ®irected-Motion schema (not shown). Each of the two senses of the nedidd could
identify its meaning pole with theneans of the appropriate schema. The requisite sense disamigiguat
would depend on the semantic requirements of the argumertdtwte construction involved. Thus, the
AcTIVE-DITRANSITIVE construction’s need for a sense involving force-dynamterarction will select
for the caused-motion sense. Although we have not showDiir&ECcTED-MOTION construction that
accounts for the use in (8b), it could be defined as requiriagrbal argument whose meaning pole binds
with the means of ®irected-Motion schema. Note that the differences between the two verb semse
purely semantic: the particular schemas they evoke daterthie clausal constructions in which they can
participate.

We have focused so far on the interactions between verballansial requirements, but in fact, semantic
constraints imposed by features of entities also play astdeciole in constructional sense disambiguation:

(9) a. Mary poured me some coffee. (pour = means of transfer)
b. Mary poured me a drink. (pour = means of creation, with intent to transfer)

The surface similarities between the sentences in (9) obshair rather different interpretations. Sentence
(9a) can be analyzed much as our example from Section 2, wittiqg the means by which the transfer of
coffee is effected. But in sentence (9b), pouring — which s&ume requires a pourable liquid or mass —
isn’t a direct means of a transfer; in fact, no drink existsluhe pouring action has happened. Rather, the
pouring action is interpreted as an act of creation, andtitégesulting drink — and not its liquid contents
— whose transfer is intended. In this creation variant ofditik@nsitive construction, the verb specifies not
the means of transfer but the means of creation (a precondir an intended transfer).
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Although this situation is more complex than the other selis@mbiguation cases, we can still address
the inherent ambiguity of the combination of the vedwur with ditransitive expressions by examining the
interacting constraints posed by its meaning pole and thas @ccompanying nominal expressions. In
particular, we can define the pouring schema definition akiega Creation schema relating the pouring
action to a resulting bounded mass; the creation sengmuwfwould have thisCreation schema as its
meaning pole. The creation variant of the ditransitive gmesion would also involve &reation schema,
and require the potential nominal fillaitr{nk) to be identified with the created object.

3.3.2 Metaphor: a case study in construal

The examples discussed in the last section demonstraterstatieely limited means of applying semantic
constraints to problems that resist clean purely syntadiiations. These mechanisms exploit static proper-
ties of the schema formalism, such as subcase relationse®velations, constituency and type constraints.
By themselves, however, such static properties can enadgeanventionalized patterns of meaning. They
cannot capture unexpected or unusual patterns of usagecdin@ot account for the ubiquity of creative
language use, nor for the relative ease with which humaneratahd such usages. Lexical and phrasal
constructions can occur in novel configurations that arerntlegless both meaningful and constrained. Ulti-
mately, in a full-scale language understanding systemidté to be robust to varying speakers and contexts,
it would be neither possible nor desirable to pre-specifpatential uses of a semantic schema: under the
right circumstances, constructs that do not explicitliséat given semantic requirement may still be treated
as if they do. Creative linguistic production must be miggbby creative linguistic understanding. We use
the general termonstrual to refer to a widespread set of flexible processing operatioat license creative
language use, including novel metaphorical and metonyrpressions (Lakoff and Johnson 1980), as well
as implicit type-shifting processes that have been terooedcion (Michaelis, this volume). In this section
we highlight metaphorical construal as a case study of hawtceal might be treated by a simple extension
to the ECG formalism.

Metaphors are a pervasive source of creative languagelloseing speakers to structure a more abstract
target domain in terms of a more concreurce domain(Lakoff and Johnson 1980). Metaphors can be
characterized as conventionalized mappings spanningiderabknowledge, typically linking a perceptu-
ally and motorically embodied source domain (such as objegtipulation, physical proximity, or physical
force) onto a relatively more abstract target domain (ssateason, emotional connection, or social action).
Some metaphorical uses might be treated simply as conwatided linguistic units; the use deliveredin
(10a) below exemplifies a conventionalized use of a metajphwhich the verbal communication of ideas
is interpreted as the physical transfer of objects. But pleies can also structure novel uses of construc-
tions, as shown by the use tofssedn (10b). It is this second, creative use of metaphor thatevesicler an
instance of construal and attempt to address in this section

(10) a. Our president has just delivered the most importaech of his short career.
b. Mary tossed’ he Enquirera juicy tidbit.

Sentence (10b) bears a surface resemblance to the examf@aceanalyzed in Section 2, employing
several of the same constructions, including Mary, TosseDp, and A-CN-Expr. We assume that
suitable constructions can be defined to license the rentaijsub)expressions: Ehe Enquirerreferring
expression whose meaning is a specific news agency; a comauwntidbit with two conventionalized
senses referring to a small but high-quality unit of foodndoimation, respectively; a similarly polysemous
modifier juicy that can characterize the consistency of a unit of eithaminétion or sustenance; and a
construction that licenses the combination of a modifier amdmmon noun. Given such constructions,
could sentence (10b) be analyzed as instantiatind\thervE- DITRANSITIVE construction? This potential
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analysis yields some apparent type mismatches: the foa# sdjuicy tidbit fits the needs of th@&ransfer
andToss schemas better than the information sense, but the neitsifiest The Enquirercannot be a literal
recipient (though not shown earlier, tReceive schema requires a physical entity asitseiver).

A potential solution to the analyzer’s problems is to introd metaphorical map capturing the intuitions
described earlier. Figure 22 define€anduit metaphor that allows a target domain involvi@gmmuni-
cation to be structured in terms of a corresponding source domaibjetkct-Transfer; the schemas are not
defined here, but their relevant roles are shown in the figisiag notation similar to that used in the schema
and construction formalisms. The mappings listed inghies block assert that a speaker communicating
some information to a hearer can be construed as a physieal sgnding a physical recipient some object.

map Conduit

roles
source : Object-Transfer
target : Communication

pairs
source.sender — target.speaker
source.recipient — target.hearer
source.object — target.information

Figure 22: Example map definition: Ti@nduit metaphor links a source domain ©bject-Transfer to a
target domain o€ommunication.

We assume the analyzer has access to ontological informegiegorizingl he Enquireras an institution
that can collect verbal information, making it a suitabéarer in the Communication schema. (We ignore
for now the additional metonymy that could liflkhe Enquirerto an associated reporter.) Access to the
Conduit metaphor could help the analyzer deal with the sentencelin) iy allowingThe Enquirerto be
construed as a suitablecipient in anObject-Transfer schema. Further analysis is affected by this mapping:
If the recipient is metaphorical, then in the most likely lgges the object is metaphorical as well, leading
to the selection of the information-related sensepiiafy andtidbit. Similarly, both the overall event and
the means by which it was asserted to have taken place mustidopreted as a verbal, rather than physical,
acts of transfer.

A hallmark of metaphorical language use is that the mappirgferences from source to target domain
can involve relatively subtle simulative detail. For exdempve know from Section 3.2 thédss when used
in a ditransitive context, implies that the launching attiovolves low force. Mapped to the target domain
of communication, this inference becomes one of casualmedhe part of the speaker. (For a technical
description of how metaphorical inference can be perforaradipropagated to a target domain, the reader
is directed to Narayanan (1997).) The inclusion of metaphaps in the formalism, along with appropriate
interfaces to the active simulation, opens the door to imeatetaphorical inferences of this kind.

4 Concluding remarks

In this chapter, we have formalized and extended ideas frencdnstruction grammar literature to accom-
modate the requirements of a larger simulation-based naddehguage understanding. Constructions in
this model serve to evoke and bind embodied semantic stag;tallowing language understanding to de-
pend on both specifically linguistic knowledge and genecalceptual structures. We have attempted to
illustrate the representational properties of our forsmalfor a variety of linguistic phenomena, including
straightforward issues that arise in our example analgsisyell as more complex issues surrounding sense
disambiguation and metaphorical inference.
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The ECG formalism diverges in several respects from othestcaction grammars in the literature, in
large part due to its non-trivial interactions with both #realysis and simulation processes. It is also moti-
vated and constrained by the need to develop a computatiopéémentation of the overall model, which
explains similarities it bears to object-oriented prognasing languages, as well as to some implementation-
oriented versions of HPSG (Pollard and Sag 1994). As we hataginthe presentation in the current work
has focused on the formalism itself, simplifying many dstso highlight how particular analyses can be
expressed within the overall framework. We thus concluderisfly expanding on some of the issues that
motivate ongoing and future research.

Our example constructions use a somewhat restricted setroff elements. But constructions can have
formal realizations that span levels of description, idolg syntactic, lexical, morphological, phonological,
and prosodic cues (for examples, see the discussitrectconstructions in Lakoff (1987)). In other work,
we have shown how minor extensions allow the formalism tcec@ broader range of phenomena in a
common notation. For example, the same set of intervalioelatve use to express syntactic order can be
applied to enforce word-internal order of morphemes andigo @rosodic contours with lexical hosts.

Our discussion has also deliberately sidestepped cortiplisarelated to situational and discourse con-
text, but work in progress is exploring how the mechanism$ae introduced can be extended to address
discourse-level phenomena in general and mental spacesipkea (Fauconnier 1985) in particular. The
notion of aspaceas a domain of reference and predication fits in especially with semantic speci-
fications, which are described here as likewise contain@gigrents and predications. We can thus view
semspecs as being situated in some space, and these spabesevaked, introduced, and constrained by
constructions calledpace builders Other constructions — and their corresponding semspecanr+then
be defined relative to the currently active space. For exanglbpace-building constructidd-SAID-Y
might be defined to handle reported speech:

(11) Frank said, “Mary tossed me a drink.”

Such a construction would presumably introduce an embesdpace for the reported speech and require
the corresponding constituent to associate its semspédhét embedded space. Given such a constraint,
the ME construction — defined in Section 2.1 as identifying its refi¢ with the speaker in theurrent
space — would correctly designate the speaker in the embesfiee (Frank), and not the global speaker.
A more general treatment of mental spaces phenomena awgheif research, but Chang et al. (2002)
offer a preliminary sketch of how the formal tools of ECG candxtended to capture interactions between
constructions and multiple spaces.

Another dimension of ongoing research focuses on neuratdienectionist) modeling of our compu-
tational architectures. Previous models have explicihated the conceptual structures and mechanisms
mentioned here — including image schemas (Regier 199&he&rsas (Bailey 1997), and metaphor maps
(Narayanan 1997) — to neural structures. X-schemas, fanpba are defined at the computational level
as representing abstractions over neural motor controlpanceptual systems (Bailey 1997). At a more
detailed connectionist level of representation, Shas#l.g1999) implement x-schemas as interconnected
clusters of nodes. The binding of roles to other roles andlasihas also been subject to extensive con-
nectionist modeling, in particular as part of tteruTI model (Shastri and Ajjanagadde 1993). Although
we have not emphasized this point here, the representhtiodainferential mechanisms used in the ECG
formalism have been restricted to those that can be redlizadonnectionist architecture.

As the strands of research mentioned here might suggesfoéte and methods driving both the formal-
ism we have introduced and our broader approach to languatgzsianding are inherently interdisciplinary.
Our main goal has been to show how an embodied constructamrgar formalism permits fine-grained
interactions between linguistic knowledge and detailedidvknowledge. The work presented here also,
however, exemplifies the methodology of applying conveygiomputational, cognitive and biological con-
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straints to flesh out in formal detail insights from thearatilinguistics. Although many challenges remain,
we are hopeful that the ideas we have explored will help towdtte the continued integration of diverse
perspectives on language understanding.
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