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Abstract

Despite the relevance of much of Jakob von Uexkill’s work to artificia
intelligence and the cgnitive sciences, it was largely ignared urtil the mid-
198Gs. Since then, much reseach has been devoted to the study d emboded
autonamous agents (robas) and artificia life. Such systems are typicdly said
to ‘lean’, ‘develop’ and ‘evolve in interadion with their environments. It
could be agued that these self-organizing properties lve the problem of
symba or representation goundng in artificial intelli gence reseach, and thus
place atonamous agents in a position d semiotic interest. Here we discuss
the relevance and implications of Jakob vonUexkill’s theory of meaning to
the study d artificia organisms and their use of representation and sign
processs. Furthermore, we @ntrast his position with more mechanistic views,
and examine the relation to recent theories of emboded cogntion and its
biologicd basis, in particular the work of Maturana and Varela. Finaly, we
address the isue of whether and to what extent artificia organisms are
autonamous and capable of semiosis.



1. Introduction

Much reseach in cognitive science, and in perticular artificial intelli gence (Al) and
artificia life (ALife), has snce the mid-1980Gs been devoted to the study of so-cdled
autonamous agents. These ae typicdly robatic systems stuated in some environment
and interading with it using sensors and motors. Such systems are often self-organizing
in the sense that they artificially lean, develop and evolve in interadion with their
environments, typicdly using computational leaning tedniques, such as artificia
neural networks or evolutionary algorithms. Due to the biologicd inspiration and
motivation unaxlying much o this reseach (cf. Sharkey and Ziemke 1998,
autonamous agents are often referred to as ‘artificial organisms’, ‘artificia life,
‘animats (short for ‘artificia animals) (Wilson 19895, ‘credaures (Brooks 1990 or
‘biorobas’ (Ziemke and Sharkey 1998. These terms do nd necessarily al mean exadly
the same; some of them refer to physicd robas only, whereas others include simple
software simulations. But the terms all expressthe view that the medanisms referred to
are substantially different from conventional artifads and that to some degreethey are
‘life-like’ in that they share some of the properties of living organisms. Throughou this
paper this class of systems will be referred to as ‘artificial organisms’ or ‘autonamous

agents/robas’ interchangeably.

The key issue addressed in this paper concerns the semiotic status and relevance of
such artificial organisms. The question is whether and to what extent they are
autonamous and cgpable of semiosis. Thisis not straightforward since semiosisis often
considered to necessrily invalve living organisms. Morris (1949, for example, defines

semiosis as “a sign-process that is, a process in which something is a sign to some



organism”. Similarly, Jakob vonUexkiill* considered signs to be “of prime importance
in al aspeds of life proceses’ (T. von Uexkill 1992, and made a ¢ea distinction
between arganisms, which as autonamous subjeds respondto signs acarding to their
own spedfic energy, and inorganic medanisms, which ladk that energy, and thus

remain heteronamous (for amore detail ed dscusson seethe following sedion).

Medhanisms can, d course, be involved in sign processes, in particular computers
and computer programs’. They are, however, typicdly considered to ladk ‘first hand
semantics, i.e. “intrinsic meaning” (Harnad 199Q or “contents for the machine” (Rylatt
et a. 1998, and to derive thelr semantics from the fad that they are programmed,
observed and/or interpreted by humans. Andersen et a. (1997 have agued in detail that
computers/programs, when it comes to semiosis, fall somewhere in between humans
and conventional mecdhanisms, bu that they ultimately derive their semiotic ‘ cgpadties
from the interpretation d their designers and wsers. The mgor difference they argued,
was that living systems are aiutopdetic, i.e. self-creaing and -maintaining, whereas
madhines are not (this issue will be discussed in detall |ater). Hence their “tentative

conclusion" was that

... the difference between human and madine semiosis may na reside in the
particular nature of any of them. Rather, it may consist in the condtion that
madine semiosis presuppases human semiosis and the genesis of the former

can be explained bythe latter. (Andersen et al. 1997 569

! To avoid confusion between Jakob von Uexkiill and his son Thure, we will t hroughout the paper refer to
both authors by first and last name, or to the former as‘von Uexkill’ and to the latter as‘ T. von Uexkdll'.
2 Sebeok, for example, writes (in personal communication cited by T. von Uexkiill (1982) that “the
criterial feaure of living entities, and of machines programmed by humans, is emiosis’.



Cognitive science and Al reseach has in fad since its beginning in the 195G been
dominated by the so-cdled computer metapha for mind, i.e. the view that the human
mind is very much like acomputer program. This has led decales of traditional Al
reseach to fal into the internalist trap (Sharkey and Jadkson 1994 of focusing solely
on dsemboded computer programs and internal representations suppased to ‘mirror’ a
pre-given external redity (cf. Varela @ a. 1997, while forgetting abou the need for
groundng and embedding these in the world they were acdualy suppased to represent.
Hence for cogniti ve scientists the use of emboded, situated agents off ers an aternative,
battom-up approach to the study of intelligent behavior in genera, and internd

representation and sign usage in particular.

Artificia organisms, unike cmputer programs equipped with robaic capadaties of
sensing and moving, do interad with their environments, and they appea to do so
independently of interpretation through external users or observers. Moreover, such
systems are often self-organzng, i.e. they ‘lean’, ‘develop’ and ‘evolve’ in interadion
with their environments, often attempting to mimic biologicd processes. Severd
examples of this type of self-organization in artificial organisms will be discussed
throughout this paper. The sign processes and functional circles by which artificia
organisms interad with their environments are therefore typicdly self-organized, i.e. the
result of adaptationin interadion with an environment, rather than programmed o built-
in by a designer, and thus often na even interpretable to humans (cf. Prem 1995.
Hence urlike computer programs, their genesis typicdly canna be eplained with
reference to human design and interpretation alone. Thus it has been argued that

autonamous agents are, at least in theory, cgpable of possessng ‘first hand semantics



(e.g., Harnad 199Q Brooks 1991k Franklin 1997 Bickhard 1999. Their semiotic and
epistemologicd interest, it is held, arises because unlike cnventional madines, their
use of signs and representationsis slf-organized, and thus, as for living systems, largely
private and typicdly only meaningful to themselves. Many reseachers therefore no
longer draw a strict line between animas and autonamous robas. Prem (1998, for
example, refers to bah caegories as ‘emboded autonamous g/stems’, and daes not at
al distinguish between living and nonliving in his discusson d semiosis in such
systems. We have previously discussed this distinction in an examination d the
biologicd and psychdogicd foundhtions of modern autonamous robdaics reseach
(Sharkey and Ziemke 1998. In that paper we investigated dfferences between the
‘embodment’ of living and nonliving systems, and their impli cations for the possbility
of cognitive processs in artifads. In this paper the issues are further analyzed with

referenceto Jakob vonUexkdill’ s theory of meaning.

As a result of the new orientation towards agent-environment interadion and
biologicdly inspiration, the work of Jakob vonUexkdll’s work by some reseachers has
been remgnized as relevant to the study of robdaics, ALife and emboded cognition.
Examples are the works of Brooks (1986, 1991), Emmede (1990, 1992this volume),
Prem (1996, 1997, 1998 Clark (1997, and ou own recent work (Sharkey and Ziemke
1998, 2000 Ziemke 19990. However, a detailed andysis and dscusson d von
Uexkll’ s theory, its relation to and implicaions for recent theories in Al and cognitive
science is dill ladking; hence thisis what we am to provide in this paper. We believe

that von Uexkill’s theory can contribute significantly to the field by degoening the



understanding of the use of signs and representations in living beings and clarifying the

paosshiliti es and limit ations of autonamy and semiosisin artificial organisms.

The scene is <t in the next sedion in a discusson d the ontrasting positions of
Jaajues Loeb and Jakob von Uexkill on the differences between organisms and
medhanisms. This leads into a discusson d attempts by Al to endonv medhanisms with
some of the mental and behavioral cgpadties of living organisms. Moreover, the history
of different approachesto Al is discussed with an emphasis on the mwnredionsto isaues
in semiotics, andin particular the relationto vonUexkdll’swork. The following sedion
then takes this a step further by detaili ng the isaues invalved in the self-organization o
artificial organisms through adaptation d sign processes using computational evolution
and leaning techniques. Then there will be adiscusson d how artificial organisms
interad with oljeds and aher agents in their environment by means of sign processes,
and haw this distinguishes them from the @nwventiona mecdhanisms discussed by von
Uexkdll. In the penultimate sedion von Uexkill’s theory is compared to the dosely
related work of Maturana and Varela on the biology of cognition. Using bath these
theoreticd frameworks, we further examine the role of the living body in the use of
signs/representations. Finally, we cnsider the implicaions of not having a living body

for the posshility and limitations of autonamy and semiosisin artificial organisms.

2. Organismsversus M echanisms

Many of the ideas discussed in modern autonamous robaics and ALife reseach can
arealy be foundin biologicd and psychoogicd discussons from the late nineteenth

and ealy twentieth century. Jacques Loeb (18591924 and Jakob vonUexkill (1864



1944 represented the discontent felt by a number of biologists abou anthropamorphic
explanations and they both were influential in developing abiologicd basis for the study
of animal behavior, athough in very different ways. After Darwin’s (1859 book, The
origin of speaes, comparative psychology had attempted to find a universal key which
resulted in the bre&king down o the distinction ketween humans and aher spedes.
This led to the dtribution o human-like mental qualiti es to ather vertebrates and even
invertebrates. In stark contrast to this anthropamorphic goproad, Loeb developed
scientificdly testable medhanistic theories abou the interadion d organism and
environment in the aedion d behavior. Von Uexkdll, on the other hand, theorized
abou organism-environment interadion in terms of subjedive perceptual and effedor
worlds, and thus contradicted anthropamorphic a well as purely medianistic
explanations. What united Loeb and vonUexkiill was the goa find away to explain the
behavioral unity of organisms, and their environmental embedding, based on their

biology; in their individual approadhes, howvever, they differed substantially.

2.1 Medanistictheories

Loeb (1918 derived his theory of tropisms (direded movement towards or away
from stimuli) by drawing lesoons from the ealier scientific study of plants where
considerable progress had been made on dreded movement through geotropism
(movement with resped to gravity) (Knight 180§ and phdotropism (movement with
resped to light) (De Canddle 1832. Strasburger (1869 redly set the ball rolling for
animal behavior in a study of the movements of unicdlular organisms towards light
which he labelled phaotaxis to distinguish the locomotory readions of fredy moving

organisms from the phaotropic readions of sedentary plants. The study of chemotaxis



came soon afterwards (e.g., Pfeffer 1883 to describe dtradions of organisms to
chemicds. Although Loeb wanted to explain the behavior of higher organisms, thase
with nervous g/stems, he cntinued to use the term tropism rather than taxis to stress
what he saw as the fundamental identity of the aurvature movements of plants and the

locomotion d animalsin terms of forced movement.

2.2 Umwelt and counterworld

Von Uexkill strongly criticized the purely medianistic doctrine “that all living
beings are mere macdiines’ (von Uexkdll 1957 in genera, and Loeb’swork in particular
(e.g., von Uexkill 1982, for the reason that it overlooked the organism's subjedive
nature, which integrates the organism's comporents into a purposeful whole. Thus,
athough hisview is to some degree ompatible with Loeb’s ideaof the organism as an
integrated unit of comporents interading in solidarity among themselves and with the
environment, he differed from Loeb in suggesting a non-anthropamorphic psychology in

which subjedivity ads as an integrative medanism for agent-environment coherence

The medanists have piecel together the sensory and motor organs of animals,
like so many parts of amadhine, ignaing their red functions of percaving and
ading, and have gore on to mecdianize man himself. According to the
behaviorists, man's own sensations and will are mere gpeaance to be
considered, if at al, only as disturbing static. But we who still hold that our
sense organs erve our perceptions, and ou motor organs our adions, seein
animals as well not only the medhanicd structure, bu also the operator, who

is built into their orgars as we are into ou bodes. We no longer regard



Von Uexkill (1957 used the now famous example of the tick to illustrate his
concept of Umwelt and hs idea of the organism's embedding in its world through
functiond circles (see Figure 1). It is three such functiona circles in “well-planned

successon” which coordinate the interadion d the tick as a subjed (and meaning

animals as mere madines, bu as sibjeds whose essntia adivity consists of
perceving and ading. We thus unlock the gates that lead to ather redms, for
al that a subjed perceaves becomes his perceptua world and all that he does,
his effedor world. Perceptual and effedor worlds together form a dosed unit,

the Umwelt. (von Uexklll 1957 6; first emphasis added)

utili zer) and amammal asits objed (and meaning-carrier):

(1) The tick typicdly hangs motionlesson bush branches. When a mammal
pases by closdly its kin gands cary perceptua meaning for the tick: the
perceptual signs (Merkzeichen) of butyric add are transformed into a
perceptua cue (Merkmal) which triggers effedor signs (Wirkzeichen) which
are sent to the legs and make them let go so the tick drops onto the mammal,

which in turn triggers the dfedor cue (Wirkmal) of shock.

(2) The tadile ae of hitting the mammal's hair makes the tick move aound

(tofinditshaost’s «kin).

(3) The sensation d the skin's hed triggers the tick's boring resporse (to drink

its host's blood).
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perceptual /\
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Figure 1: The functional circle acording to Jakob vonUexkdll. Adapted from von

Uexkiill (1957).

Von Uexkill did na deny the physicd/chemicd nature of the organism’'s
comporents and processs, i.e. his view shoud nd, as metimes dore, be mnsidered
vitalistic® (cf. Emmedhe 1990, this volume; Langthaler 1992. He ‘admitted’ that the
tick exhibits “three successve reflexes’ each of which is “elicited by objedively
demonstrable physicd or chemicd stimuli”. But he pointed ou that the organism’'s
comporents are forged together to form a wherent whale, i.e. asubjed, that ads as a
behavioral entity which, through functional embedding, forms a “systematic whole”

with its Umwelt.

3 Langthaler (1992, with referenceto T. von Uexkiill, points out that von Uexkiill’ s view, although often
associated with vitalism, should redly be mnsidered a ‘third pasition’ combining elements of both
medanism and vitalism. Inasimilar vein Emmecdhe (this volume) argues that von Uexkdll’ s theory, as
well as modern biosemioticsin general, should be mnsidered akind of qualit ative organicism.

10



We ae nat concerned with the diemicd stimulus of butyric asd, any more
than with the medanicd stimulus (released by the hairs), or the temperature
stimulus of the skin. We ae solely concerned with the fad that, ou of the
hundeds of stimuli radiating from the qualiti es of the mammal's body, ony
three become the beaers of receptor cues for the tick. .. What we ae deding
with is not an exchange of forces between two oljeds, bu the relations
between aliving subjed anditsobjed. ... The whad e rich world aroundthe tick
shrinks and changes into a scanty framework consisting, in esence of three
receptor cues andthree dfedor cues - her Umwelt. But the very powerty of this
world guarantees the unfailing certainty of her adions, and seaurity is more

important than wedth. (von Uexkill 1957 11f.)

AsT. vonUexkdll (19971 pointed ou, the model of the functional circle cntains all
the dements which are part of asign process and whose interadion forms the unity of a
semiosis: an organism is the subjed (or interpreter), certain environmental signals play
the role of signs (or interpretanda), and the organism's biologicd condtion determines
the behavioral disposition (or interpretant). The objed (interpretatum), on the other
hand, can be harder to identify using common sign-theoretic concepts, since for the
organism, e.g. the tick, it does not necessrily exist as an abstrad entity, e.g. ‘a
mammal’, bu might only have temporary existence a diff erent semiotic objeds and the
beaer of varying meanings, e.g. three different ones in the tick’s case. Hence, von
Uexkill sometimes referred to the sign processes in the nervous g/stem as a “mirrored

world” (Uexkdll 1985 cf. aso T. vonUexkill et a. 1993, bu pointed ou that by that

11



he meant a “courterworld”, na a 1:1 refledion o the external environment. Thus he

wanted to emphasize that

... inthe nervous gystem the stimulus itself does not redly appea but its place
is taken by an entirely different processwhich nahing at al to with eventsin
the outside world. This processcan orly serve & asign which indicaes that in
the environment there is a stimulus which has hit the receptor but it does not

give any evidence of the quality of the stimulus. (Uexkull 1909192

T. von Uexkill et al. (1993 also pdnt out that the nation d ‘ counterworld’ shoud
nat be equated with a ‘mirror’ in the narrow sense of a refledion d the environment.

They further elaborate that

. in this phenomena universe [of the @unerworld], the obeds of the
environment are represented by schemata which are not, as in a mirror,
products of the environment, bu rather ‘tods of the brain’ realy to come into
operation if the gpropriate stimuli are present in the outside world. In these
schemata, sensory and motor processes are wmbined ... to from complex
programs controlli ng the meaning-utilizing ... kehavioral resporses. They are
retrieved when the sense organs have to attribute semiotic meanings to stimuli.

(T. vonUexkdll et al. 1993 34)

Hence T. von Uexklll (1992 308 concludes that an “essential problem, which he
[Jakob von Uexkill] has slved through the model of a drcular process is the

relationship between sign and behavior (perception and operation)".

* We here use the tranglation given by T. von UexKkiill et al. (1993, who translate the original German
term “Zeichen” as“sign’, rather than “token” asin the ealier trandation gven in Uexkull (1985.

12



2.3 Autonomy

The key difference between mechanisms and living organisms is, acording von
Uexkiill, the autonamy of the living. Following the work of Muller (1840, he pointed
out that “ead living tisaue differs from all madhinesin that it possesses a‘ spedfic’ life-
energy in addition to physicd energy” (von Uexkill 1982 34), which alows it to read
to different stimuli with a‘self-spedfic’ adivity acaording to its own “ego-quality” (Ich-
Ton), e.g. a muscle with contradion a the optic nerve with sensation d light. Hence,
ead living cdl percaves and acts, acarding to its gedfic perceptua or receptor signs
and impulses or effedor signs, and thus the organism’s behaviors “are not mechanicdly
regulated, bu meaningfully organized” (von Uexklll 1982 26). The operation d a
madhine, on the other hand, is purely mechanicad and follows only the physicd and
chemicd laws of cause and effed. Furthermore, von Uexkiill (1928180)° referred to
Driesch, who panted ou that al adion is a mapping between individual stimuli and
effeds, depending on an historicdly creded basis of readion (Reaktionsbasis), i.e. a
context-dependent behavioral disposition (cf. Driesch 1931). Medanisms, on the other
hand, do no have such an historicd basis of readion, which, acerding to von Uexkdill
can orly be grown - and there is no growth in macines. Von Uexkull (1928 217)
further elaborates that the rules machines follow are not cgpable of change, due to the
fad that macdines are fixed structures, and the rules that guide their operation, are not
their ‘own’ but human rules, which have been built i nto the madhine, and therefore dso
can be dhanged orly by humans, i.e. mechanisms are heteronamous (cf. also T. von

Uexkdll 1992. Madines can therefore, when they get damaged, nd repair or regenerate

® All our translations from German sources have been carried out by the first author (who is a native
spedker).

13



themselves. Living organisms, on the other hand, can, becaise they contain their
functional rule (Funktionsregel) themselves, and they have the protoplasmic material,
which the functional rule can use to fix the damage atonamously. This can be
summarized by saying that machines act according to plans (their human designers),

wheress living agansms are acting dans (von Uexkdll 1928 301).

Thisisaso closely related to what von Uexkdll described as the “principal difference
between the @nstruction d a medhanism and a living organism”, namely that “the
organs of living beings have an innate meaning-quality, in contrast to the parts of

madine; therefore they can orly develop centrifugally”:

Every madine, a pocket watch for example, is aways constructed
centripetally. In ather words, the individua parts of the watch, such as its
hands, springs, wheds, and cogs, must always be produced first, so that they

may be added to a cdmmon centerpiece

In contrast, the construction d an animal, for example, a triton, aways garts
centrifugally from a single cdl, which first develops into a gastrula, and then

into more and more new organ buds.

In bah cases, the transformation unakrlies a plan: the ‘watch-plan’ proceels
centripetally and the ‘triton-plan’ centrifugally. Two completely oppaite
principles govern the joining d the parts of the two oljeds. (von Uexkdll

1982 40)

14



In alater sedion we will discussin detall the relation between von Uexkdll’s theory
and Maturana and Varela's (1980, 198Y more recent work on autopdesis and the

biology of cognition.

2.4 Medanistic and cybernetic models

Although vonUexkill and ahers presented strong arguments against the medhanistic
view, a number of reseachers during the first haf of the 20th began to buld madines
to test medhanistic hypotheses abou the behavior of organisms. Beside the work of
Loeb, inspiration was taken in particular from Sherrington’'s (1906 work on reflexes
and even ealier work ontaxis (see Fraenkel and Gunn (1940 for an overview of 19th
century reseach on dfferent forms of taxis). Loeb (1918 himself described a

heli otropic madhine® constructed by J.J. Hammondand held that:

... the adua construction d a heliotropic machine not only suppats the
medanistic conception d the volitional and instinctive adions of animals but
also the writer’ s theory of heliotropism, since the theory served as the basisin

the mnstruction d the madine. (Loeb 1919

One of the most impressve ealy examples of reseach onartificial organisms came
from Grey Walter (1950, 19511953, who bult his two eledronic tortoises, EImer and
Elsie, of the spedes Machina speaulatrix between 1948and 1950.Among other things,
they exhibited phaotaxis and ‘hurger’; they re-entered their hutch to recharge their

batteries as required. This work combines and tests ideas from a mixture of Loeb's

® A number of similar examples, buiilt in the first half of the 20th century, has been discussed by Slukin
(19549.
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tropisms and Sherrington's reflexes’. Although Loeb is nat explicitly mentioned in the
book, the influence is clea, na least from the terms positive and regative tropisms.
Grey Walter's eledromedianicd credures were equipped with two ‘sense reflexes’; a
little atificial nervous g/stem built from a minimum of miniature valves, relays,
condensers, batteries and small eledric motors, and these reflexes were operated from
two ‘receptors': one phaoeledric cdl, giving the tortoises sensitivity to light, and an
eledricd contad which served as a touch receptor. Elmer and Elsie were dtraded
towards light of moderate intensity, repelled by obstades, bright light and stee
gradients, and rever stood still except when re-charging their batteries. They were
attraded to the bright light of their hutch orly when their batteries needed re-charging.
These achetypes of biologicdly inspired robatics exhibited a rich set of varying
behaviors, including “goal finding”, “self-recognition” and “mutual recognition” (Grey

Walter 1953.

Although much of this work ran somewhat courter to vonUexkdill’s dharp criti que of
the medhanistic doctrine, these ealy medianistic and cybernetic atempts at building
forms of what is now cdled ALife were, in their genera technicd conception,
nevertheless to some degree ompatible with his view of the interadion between
organism and environment (cf. aso Emmede, this volume). In perticular, organisms
were modeled/constructed as embedded in their environment by means of functiona
circles, i.e. (seaningly) intelli gent behavior was viewed as the outcome of a continual

interadion between organism and environment in bringing forth effedive behavior, and

" Nowadays the term reflex is reserved for movements that are not directed towards the source of
stimulation whereas taxis and tropism are used to denote movements with resped to the source of
stimulation.
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signs were viewed as playing afunctiona rolein this interadion. Thisis nat to say that
there ae no significant diff erences between vonUexkdll’ s and the medhanists positions
(as discussd above, of course there ae), bu as we will seein the following sedion,
these two views are adualy significantly closer to ead ather than either of them isto
the gproadh to the study of intelli gent behavior that most Al reseach was taking during
the 1950198Gs, in particular its grict distinction and separation between internal

representations and external world.

3. Al: From Artificial Organismsto Computer Programs and
Back

The endeavor of Al reseach can be daraderized as the atempt to endow
medhanisms with some of the mental and kehavioral cgpadties of living organisms.
Thus, the ealy work on artificia organisms discussed in the previous sdion could be
sea as aforerunrer of the field of Al, which began to form under that name in the mid-
195Gs. Somewhat ironicdly, however, Al reseach amost completely ignored that ealy
biologicdly motivated work for abou 30 yeas. As we will seein the next subsedion,
Al reseachers, initialy focusing on mental cgpadties, turned to the computer as a
model of mind instead. It was not until the mid-198Gs that parts of the Al community
returned to its roots and began to focus on kehavior and agent-environment interadion

again, aswill bediscussed in detail | ater.

A much debated concept in Al reseach and the other cognitive sciences has aways
been the nation d representation as the cmnredion ketween agent and world. How
exadly cognitive representation ‘works', has been, as we will seein the following, a

topic of controversy. Although the different nations of representation and their usage
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largely overlap with dfferent semiotic naotions of signs and their usage, semiotics has
had relatively little dired impad on cognitive science and Al reseach. Unfortunately
there has been lessinteradion between the disciplines than ore might exped given the
common interest in signs and representations. We will here refer to signs and
representations as roughly similar and interchangeable nations, and perticularly focus on

the development of the notion d representationin Al.

3.1 Cognitivism and the computer metaphor for mind

During the 194G and 195@ a growing number of reseachers, like von Uexkill,
discontent with behaviorism as the predominant paradigm in the study of mind and
behavior, becane interested in the mind' s internal processes and representations, whose
study behaviorists had rejeded as being unscientific. This revived the central idea of
cogritive psychoogy, namely that the brain pcssesses and pocesses information. This
idea ca be foundin the much ealier work of Willi am James (1892. Craik, howvever, in
his 1943 book,The Nature of Explanaion, was perhaps the first to suggest that
organisms make use of explicit knowledge or world models, i.e. internal representations

of the external world:

If the organism caries a “small-scde model” of external redity and d its own
possble adions within its heal, it is able to try ou various aternatives,
conclude which is the best of them, read to future situations before they arise,
utili zethe knowledge of past eventsin deding with the present and future, and
in every way to read in a much fuller, safer, and more mmpetent manner to

the emergencies which faceit. (Craik 1943

18



Craik had little to say abou the exad form of the interna representations or the
processes manipulating them (cf. Johrmson-Laird 1989. However, he was fairly spedfic
abou what he meant by a ‘model’, namely something that is much closer to a ‘mirror’

of externa redity than vonUexkull’s nation o a‘courterworld'.

By a model we .. mean any physicd or chemicd system which has a similar
relation-structure to that of the processs it imitates. By ‘relation-structure’ |
[mean] ... thefad that it is a physicd working model which works in the same
way as the processs it paralels, in the aspeds under consideration at any

moment.” (Craik 1943 51)

At the same time mmputer techndogy becane increasingly powerful. Reseachers
began to redize the information processng cgpabiliti es of computers and liken them to
those of humans. Taken to extremes, this analogy echoes one of the central tenets of
cogritivism, which considers cognition to be much like a omputer program that could
be run onany macdine cgable of running it. In this functionalist framework of the
computer metapha for mind having a body, living or artificial, is regarded as a low-
level implementational issue. Even conredionism of the 1980, with its biologicdly
inspired computation and its grong criticisms of the agnitivist stance for its ladk of
concen with neural hardware, was mainly concerned with explaining cognitive

phenomena & separated from organism-world interadion.

Thus the ealy work on the interadion between cybernetic/robaic organisms and
their environments was divorced from the dominant themes in the mind sciences. The

ealy biologicdly oriented approaches contrasted sharply with those of cognitivism,
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traditional Al and traditional cognitive psychology. Here, mind was cut off from body in
a move that edhoes in reverse the studies of deceebrated animals caried ou by
Sherrington (1906 and ahers. Neisser (1967, for example, in his book Cognitive
Psychdogy, which defined the field, stressed that the agnitive psychaogist “wants to
understand the program, na the hardware'. According to Neisser, “the task of a
psychalogist trying to understand human cognition is analogous to that of a man trying

to uncerstand hav a computer has been programmed”.

Hence, whil e behaviorists had treaed mind as an opague box in a transparent world,
cognitivists treaed it as atransparent box in an opaque world (Lloyd 1989. Reseach in
cognitive science and Al therefore focused onwhat von Uexkll referred to asthe “inner
world of the subjed” (von Uexkull 1957). The cognitivist view, largely foll owing Craik,
is that this ‘inner world’ consists of an internal model of a pre-given “externa redity”,
i.e. representations (in particular symbals) correspondng/referring to external objeds
(‘knowledge’), and the cmputational, i.e. formally defined and implementation-
independent, processes operating on these representations (‘thowght’). That means, like
von Uexkll’ s theory, cognitivism was grictly oppased to behaviorism and emphasized
the importance of the subjed’s “inner world”, bu completely unlike von Uexkdill it de-
emphasized, and in fad most of time completely ignored, the environmental embedding
through functiona circles. Or in Craik’s terms: cogniti vism becane pre-occupied with
the interna “small-scde model”, and the ideathat it was to be located “in the head”

alone, bu completely negleded bah arganism andredity.

An example of the agnitivist correspondence nation d representation was given by

Pamer (1978, who charaderized a representationd system as including the following
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five aspeds: (1) the represented world, (2) the representing world, (3) what aspeds of
the represented world are being modeled, (4) what aspeds of the representing world are
doing the modeling, and (5) what the correspondences between the two worlds are.
Thus, the cognitivist view of the relation between internal model and external world was
asillustrated in Figure 2, i.e. representation was ®a as internal mirror of an olserver-

independent, pre-given externa redity (cf. also Varela @ a. 1997).

CHAIR =---—""7~ mapping
/is a
FURNITURE
representational domain world
contains representational contains objects

entities (e.g. symbols) which
represent objects and concepts
in the world

Figure 2: Theideaof traditional Al representationasadired mapping between
internal representationa entities, e.g. symbals, and obedsin the ecterna world.

Adapted from Dorffner (1997).

During the 197Gs traditional Al’s nation d representation, as ill ustrated in Figure 2,

cane under attack. Dreyfus (1979 pointed ou that Al programs represented
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descriptions of isolated damains of human knawledge (“micro-worlds’) “from the
outside”. That means, they were not “situated” in them due to the fad they aways
ladked alarger badkground d, e.g. bodly skill s or cultura pradices, which might nat be
formalizable & al. In asimilar vein Seale (1980 pointed ou that, because there ae no
causal conredions between the internal symbols and the external world they are
suppased to represent, purely computational Al systems ladk intentiondity®. In ather
words, Al systems do nd have the cgadty to relate their internal processes and
representations to the external world. It can be said in semiotic terms that what Al
reseachers intended was that the Al system, just like humans or other organisms, would
be the interpreter in atriadic structure of sign (internal representation/symbad), externa
objed and interpreter. What they missed ou on, havever, was that, due to the fad that,
in vonUexkdll’ sterms, the “inner world of the subjed” was completely cut off from the
external world by traditional Al’s complete disregard for any environmental embedding
through receptors and effedors, the interpreter could na posshbly be the Al system
itself. Hence as illustrated in Figure 3, the @nredion a mappng between
representational domain and represented world is redly just in the e/e (or better: the

mind) of the designer or other observers.

8 See 4so Hoffmeyer (199647) who argues (not spedficadly direded at Al though) that “mental
“aboutness’ — human intentionality — grew out of abodly “aboutness’ (i.e. the behavior necessary for
asauring reproduction and survival)” and pdnts out that we “cannot escape the fad that our minds remain
emboded”.
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designer

representational domain world

Figure 3: “What ‘redly’ happens in traditional Al representation” (Dorff ner
1997. There ae dired mappings between oljeds in the world and the
designer's own internal concepts, and ketween the designer's concepts and their
counterpartsin the Al system's representational domain. There is, howvever, no
dired, designer-independent, connedion ketween the Al system and the world
it is suppcsed to represent, i.e. the Al system ladks ‘first hand semantics' or

‘contents for the madiine’ . Adapted from Dorffner (1997).
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The problem illustrated in Figure 3 is now commonly referred to as the symbal
groundng problem (Harnad 199Q. A number of other authors, however, have pointed
out that the groundng problem is nat limited to symbalic representations, and shoud
therefore be referred to as the problem of representation groundng (Chamers 1992,
concept groundng (Dorffner and Prem 1993, o the internaist trap (Sharkey and
Jackson 1993. Seale, however, did na suggest that the ideaof intelligent macdines
would have to be dandored. In fad he agued that humans are such madines and that
the main reason for the failure of traditional Al was that it is concerned with computer
programs, but “has nothing to tell us abou machines' (Seale 1980, i.e. physicd
systems causally conneded to their environments. That means, insteal of acaising Al to
be materialistic (for its belief that (man-made) madines, could be intelli gent), Seale
adually acased Al of dualism, for its belief that disemboded, i.e. body-lessand bog/-

independent, computer programs could be intelli gent.

3.2 New Al: Situated and embodied agents

One of the developments of Al and cognitive science in the 1980 was a growing
interest in the interadion between agents and their environments. A number of
reseachers questioned na only the techniques used by traditional Al, bu its top-down
approacdh and focus on agent-internal reasoning in general. They suggested a bottom-up
approad, also referred to as‘New Al' or ‘Nouvdle Al', as an alternative to the (purely)
computationalist framework of cognitivism. In particular, Brooks (1986b, 1990, 19%)
put forward his behavior-based robaics approadh and Wilson (1985, 199]) formulated
the animat approach to Al. These gproades agreethat Al shoud be gproached from

the bottom up; first and foremost through the study of the interadion between
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autonamous agents and their environments by means of perception and adion. For a
more detail ed review seeZiemke (1998. In this approad, agents equipped with sensors

and motors are typicdly considered physically grounded as Brooks explains:

Nouwelle Al is based on the physicd groundng hypdhesis. This hypahesis
states that to buld a system that is intelligent it is necessry to have its
representations grounced in the physicd world. ... To buld a system based on
the physicd groundng hypdhesisit is necessary to conred it to the world via

a set of sensors and aduators. (Brooks 1990

These key ideas are dso refleded by commitments to “the two cornerstones of the
new approach to Artificia Intelli gence, situatednessand embodment” (Brooks 19910).
The first commitment, to the study of agent-environment interadion rather than
representation, is refleded in the notion d situatedness “The robds are situated in the
world - they do nd ded with abstrad descriptions, bu with the here and nav of the
world dredly influencing the behavior of the system.” (Brooks 1991h. The second
commitment was to phlysicd madines, i.e. robaic aents rather than computer
programs, as the objed of study, as refleded in the nation d embodment: “The robas
have bodes and experience the world dredly - their adions are part of a dynamic with

the world and have immediate feedbadk ontheir own sensations’. (Brooks 19911.

Thus Al has come (or returned) to an Uexkillian view of semantics, in which
signs/representations are viewed as embedded in functional circles aong which the
interadion d agent and environment is organized/structured. Or, as T. von Uexkilll

(1982 put it: “... signs are instructions to operate. They tell the subjed (as navigational
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aids do the seanan) what isto be dore, i.e., they give instructions on hav to operate”. In
Al this led to a de-emphasis of representation in the sense of an explicit internal world
model mirroring externa redity (Brooks 1991a). Insteal representations are in the
baottom-up approach viewed as deictic, i.e. subjed-centered, indexicd-functiona
representations (e.g., Agre and Chapman 1987,Brooks 19911 or “behavior-generating
patterns’ (Peschl 1996, i.e. signs that play their role in the functional circle(s) of agent-

environment interadion.

Brooks (1986, 1991) was also, to ou knowledge, the first Al reseacher to take
inspiration dredly from von Uexkdll’s work, in particular the cncept of Merkwelt or
perceptual world. He pointed ou that the internal representations in Al programs redly
were designer-dependent abstradions, based on human introspedion, whereas “as von
Uexkill and ahers have pointed ou, ead animal spedes, and clealy ead roba spedes
with its own dstinctly nonhuman sensor suites, will have its own dfferent Merkwelt”
(Brooks 19919). If, for example, in an Al program we had interna representations
describing chairs as smething one auld sit or stand on,that might be an apppropriate
representation for a human, it would, hovever, probably be entiredly meaninglessto a
computer or a wheded roba which could na possbly sit down o climb ontop d a
chair. Similarly, von Uexkll (1982 had panted ou, several decales ealier, that the
concept of ‘chair’ as ‘something to sit on' could apply to entirely different objeds for a

dog than for a human.

Brooks therefore gproadched the study of intelligence through the wnstruction d
physicd robds, which were embedded in and interading with their environment by

means of a number of so-cdled behavioral modues working in paralel, eat of which
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resembles an Uexkillian functiona circle. Each o these behavioral modues is
conreded to certain receptors from which it receves snsory inpu (e.g. one modue
might be conneded to sonar sensors, ancther to a canera, etc.), and ead of them, after
some internal processng, controls sme of the roba’s effedors. Further these modues
are onreded to eah aher in some hierarchy, which allows cetain modues to
subsume the adivity of others, hence this type of architedure is referred to as
subsumption achitedure (Brooks 1986h. Thus, a simple roba with the task to
approad light sources while avoiding obstades, could be controlled by threebehavioral
modues; one that makes it move forward, a seand that can subsume forward motion
and make the roba turn when deteding an olstade with some kind d distance sensors,
and a third that can subsume the second and make the roba turn towards the light when
deteding alight source using some kind d light sensor. Thus, using this kind d control
architedure, the roba is guided by a combination d taxes working together and in
oppasition, an ideathat can be traced badk to the work of Fraenkel and Gunn (1940,

whoin turn were strongly influenced by Loeb.

A common criticism of Brooks' original subsumption architedure is that it does not
allow for leaning. Hence this type of roba, athouwgh operationdly autonamous (cf.
Ziemke 1998 in the sense that during run-time it interads with the environment on its
own, i.e. independent of an olserver, ill remains heteronamous in the sense that the
largest parts of its functional circles, namely the processng between receptors and
effedors, and thereby the way it interads with the environment, is gill pre-determined
by the designer. A number of reseachers have therefore pointed ou that a necessary

element of an artificial agent’s autonamy would be the cgadty to determine and adapt,
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at least partly, the medanisms underlying its behavior (Boden 1994, Steds 1995,
Ziemke 1996b, Ziemke 1998. Different approadies to achieve this are discussd in

detail i n the next sedion.

4. Self-Organization of Sign Processesin Artificial Organisms

Much reseach effort during the 199G has been invested into making robas ‘more
autonamous’ by providing them with the cgadty for self-organization. Typicdly these
approades are based onthe use of computational learning techniques to all ow agents to
adapt the internal parameters of their control mecdhanisms, and thus the functional
circles by which they interad with their environment. Different adaptation tedhniques
are described in the next subsedion, and it is ill ustrated how such techniques can alow
autonamous agents to adapt thelr internal sign processes in arder to self-organize their
sensorimotor interadion, e.g. to determine which environmental stimuli they shoud
respondto, and hav. Another subsedion then takes this one step further and describes
how adaptation techniques have been used to all ow groups/popuations of agents to self-
organize communicaion among themselves. The differences between conventional
mechanisms and artificial organisms are then summarized and dscussed in the third

subsedion.

A ‘word o warning’: It may seem that much of the foll owing discusson presuppases
that robas can have first hand semantics and experience or that they have genuine
autonamy, experience and perception a that the type of leaning and evolution we
discussis the same & thaose in living organisms. That is an incorred impresson, as will

be discus=d in further detall in the next sedion (cf. also Sharkey and Ziemke 1998.

28



However, instead of marking ead term with qudes or qualificaions sich as “it has
been argued that”, we have put in this disclaimer so that we can simplify and improve

the flow of the discusson.

4.1 Robot adaptation

As mentioned abowve, roba adaptation is typicdly approached by making the @ntrol
medhanism, mapping sensory signals to motor commands, adaptive. In perticular so-
cdled artificial neural networks (ANNSs), also referred to as conredionist networks,
have been used as ‘artificia nervous g/stems conreding a robad's receptors to its
effedors (for colledions on this topic seg e.g., Bekey and Goldberg 1993,Brooks et al.
1998, Ziemke and Sharkey 1999. The robas used in this type of reseach are often
mobile robds (see Figure 4 for a typicd example), typicdly receving sensory inpu
from, e.q., infrared (distance) sensors or smple cameras, and controlli ng the motion d
their wheds by motor outputs. ‘Artificial nervous g/stems’ for the control of such robas
and dfferent leaning and evolution techniques for their adaptation will be explained
briefly in the following subsedions, together with examples of their use in the self-

organization d sign processes in artificial organisms.

29



Figure 4. The Khepera, a wheded miniature mobile roba commonly used in
adaptive robaics reseach (manufadured by K-Team SA; for detalls e
Mondada @ al. 1993. The model shown hereis equipped with infrared sensors

and asimple canera.

4.1.1 Artificial Neural Networks

For the understanding of the agument here it suffices to know that an ANN is a
network of a (possbly large) number of simple computational units, typicaly organized
in layers (cf. Figure 5, bu note that the number of layers, units and connedion weights
can very gredly). Each unt (or artificial neuron) recaves a number of numericd inpus
from other unitsit is conreded to, cadculates from the weighted sum of the inpu values
its own numericd output value acording to some adivation function, and passes that

value onasinpu to ather neurons, and so on. The feaure of ANNSs that all ows them to
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lean is the fad that ead conredion ketween two urits caries a weight, a numericd
valueitself, that moduates the signal/value sent from one neuron to the other. Hence, by
wedening or strengthening of the @nredion weight, the signal flow between
individual neurons can be alapted, and through coordination d the individual weight

changes the network’ s overall mapping from inpu to ouput can be leaned.

OO0 e

Q Q hidden layer
connection
weight -~
Q input layer

Figure 5: A typicd fead-forward artificial neural network (ANN). Ead circle

unit

represents a unit (or artificial neuron), and ead solid line represents a
conredion weight between two unts. Activationis fed forward only, i.e. from

inpu layer via ahidden layer to the output layer.

A number of leaning tedhniques and algorithms have been applied to training neura
networks, which vary in the degree of self-organization that they require from the
network. During supervised learning ANNSs are provided with inputs and corred target

outputs in every time step, i.e. the network is instructed onwhich inpus sgnal to use
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and which ouput signals to produce bu how to coordinate the signa flow in between
inpu and ouput is up to the network’ s sif-organization. Hence, internal representations
(both hidden unt adivations and conredion weights are owmmonly interpreted as
representations, cf. Sharkey 1991 could be mnsidered to be signs (or their moduators)
private to the network and diten opaque to ouside observers. Thus, urike traditional
Al, conredionists do nd promote symbadlic representations that mirror a pre-given
external redity. Rather, they stress €lf-organization d an adaptive flow of signals
between simple processng units in interadion with an environment, which is
compatible with an interadive (Bickhard and Terveen 1995 Bickhard 1999 or
experiential (Sharkey 1997 view of representation (see &so Clark 1997 Dorffner
1997, and thus offers an aternative gpproacd to the study of cognitive representation

andsign use.

Nonetheless in most conredionist work of the late 1980 and ealy 199G, the
“environment’ was reduced to input and ouput values (cf. Clark 1997 Dorffner 1997,
i.e. networks were nat, like red nervous g/stems, embedded in the cntext of an
organism and its environment. Thus, athough in a tedhnicdly different fashion,
conredionists were, like cognitivists, mainly concerned with explaining cognitive
phenomena & separated from organism-world interadion. Hence, they initialy focused
on modeling isolated cognitive cgadties, such as the transformation d English verbs
from the present to the past tense (Rumelhart and McClelland 1986 or the
pronurciation d text (Sggnowski and Rosenberg 1987, i.e. ‘micro-worlds' in Dreyfus
(1979 sense (cf. abowve discusson). Or in von Uexkill’s terms: Early conredionism

was only concened with the self-organization d the subjed-internal part of the
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functional circle (where inpu units might be roughly likened to receptors and ouput
units to effedors). Making the nredion ketween inpus, ouputs and interna
representations and the adua world they were suppased to represent, was again left to

themind d the observer, similar to the situation ill ustrated in Figure 3.

4.1.2 Artificial Nervous Systems

The situation changes fundamentally as oonas ANNSs are used as roba controll ers,
I.e. ‘artificial nervous g/stems mapping aroba’s snsory inpus to motor outputs. Then
the network can adualy, by means of the roba body (sensors and effedors), interad
with the physicd objedsin its environment, independent of an olserver’s interpretation
or mediation. Hence it could be agued that its internal signs/representations, now
formed in physicd interadion with the world they ‘represent’ or refled, can be
considered plysicdly grounced in the sense explained by Brooks above. Accordingly,
the roba controller isin this case part of a cmplete functional circle (or several circles,
as will be discussed below). As an example of this view, imagine awheded roba
moving about in aroom with baxes lying onthe floor and pctures hanging on the wall.
The roba might be euipped with infrared sensors as receptors ensitive to the
perceptual cues of, for example, the refledance patterns of solid oljeds in its
environment. Thus, the walls and the boxes on the floor would be part of the roba’s
own perceptual world (Merkwelt), cf. Brooks (1986). Their meaning to the roba would
be that of an ‘obstade’, since they limit the roba’s motion, assuming the roba has the
goal to keegp moving while avoiding collisions. Upon dtedion d the perceptua cue
‘solid ojed at short range’ through the distance sensors (receptors) correspondng signs

would be transferred to the network’s input layer (the roba's ‘ perceptua organ’). Signs
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would be transformed and passed onthrough the internal weights and unts of the ANN
controlling the roba and eventually certain signs would read the output layer (the
roba's ‘operational organ’), which in turn will transfer signs correspondng to the
desired level of adivation to the motors controlling the roba’s wheds (its effedors).
This would make the roba, if trained corredly, move and turn away from the obstade.
Hence the obstade or part of it would disappea from the roba’s snsor range, such that

the receptors would nawv recave anew perceptua cue, and so on.

The pictures on the wall, on the other hand, would remain ‘invisible’ to the roba;
they are not part of its perceptual world, and they carry no meaning for it. Thus the robat
may be considered to be enbedded in its own Umwelt, consisting of its perceptua world
(Merkwelt), consisting of solid ohjeds (or their absence), carying the meanings
‘obstade’ and ‘fr ee space respedively, and its operational world of motor-controll ed
wheded motion. The “inner world” of the roba would be the ANN’s internal sign flow
and interadive representations, and urike in the caes of traditional Al programs and
Brooks' subsumption architedure, the inner world would here be aself-organized flow

of private signs embedded in agent-environment interadion.

Thus leaning in ANN roba controllers can be viewed as the aedion, adaptation
and/or optimization d functional circles in interadion with the environment. Although
the &ove example ill ustrated oy one such circle, we can of course ealy imagine
several functional circles combined/implemented in a single ANN, eg. if we
additionally equipped the roba with alight and added light sources to the environment,

we might have three functional circles: one that makes the roba move forward when
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encourtering ‘fr ee space, ore that makes it turn/avoid when encountering ‘obstades’,

and ore that makes it approach when deteding the light.

4.1.3 Reaurrent ANNs

Aslong aswe ae using afeal-forward network, i.e. a network in which adivationis
only passd in ore diredion, remely from inpu to ouput units, the mapping from inpu
to ouput will aways be the same (given that the network has aready leaned and daes
nat modify its connedion weights anymore). Hence, the ntrolled roba will be a
“trividl machine” (cf. T. von Uexkill 19979), i.e. independent of past or input history
same inpus will always be mapped to same outputs. In semiotic terms this corresponds
to a semiosis of information where the input corresponds to the sign, the inpu-output
mapping to the interpretant (or causal rule) and the output to the signified (T. von

Uexkilll 1997).

However, if we ald internal feedbadk through reaurrent connedions to the network,
as exemplified in Figure 6, it becomes a “nonttrivial” macdiine. That means, the
mapping from inpu to ouput will vary with the network’s internal state, and thus the
maadine, depending on its past, can effedively be a‘different’ madine in ead time
step. An analogy in semiotic terms could be asemiosis of symptomization (cf. T. von
Uexkull 1997a) where the interpretant varies and the system’ s inpu-output behavior can
inform an olserver abou the arrent interpretant. For the roba itself this means that it
no longer merely reads to ‘externa’ stimuli, bu it interprets sgns acerding to its own
internal state. Meealen (1996, for example, trained a toyca-like roba using a reaurrent

controll er network (of the type ill ustrated in Figure 6 (&); originally introduced by Elman
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(1990) to periodicdly approad and avoid alight source while avoiding other obstades.
Information onwhether to avoid or to seek the light at a particular point in time was not
avail able/accessble to the roba from the environment (in some of the experimental
setups). Instead the oontrol network developed in the leaning process an internal
dynamic, i.e. away of utili zing its own feedbad signs, that allowed it to form a purely
internal hidden unt representation d its current goal. That means, here the functional
circles conreding roba (subjed) and light source (objed), and thus the light cue's
meaning, do adually vary with time, na completely unlike the varying level of hurger

effeds the meaning a pieceof food has for an animal.
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Figure 6: Reaurrent artificial neural networks (RANNS), using (@) first-order
feedbadk, and (b) second-order feadbadk. Solid arrows indicate that ead unt

in the first layer of units (layers are surrounced by ddted lines) is conneded to
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ead unt in the second layer. The dashed arrow in (a) represents a wpy-badk
conredion. That means, hidden unt adivation values at time step t are fed-
badk and re-used as extra-inpus at time step (t+1). In (b) the function retwork
weights, i.e. the mnredion weights between and input and ouput/state units,
embodying the (current) sensorimotor mapping, can be adapted dyramicdly

via afealbadk loop (throughthe context network weights).

The reaurrent networks discussed so far utili ze first-order feedbadk. That means, as
il ustrated in Figure 6(a), previous adivation values are used as extra inpus to cetain
neurons (typicdly at the input layer) in later time steps (typicdly the next). Hence, the
network output is in ead time step computed as a result of the aurrent inpu and the
context of an internal state (referred to as ‘ context units' in Figure 6(a)). A second-order
networks, on the other hand, is exemplified in Figure 6(b). Here second-order (i.e.
multi pli cative) feadbadk (through state units and context network weights), is used to
dynamicdly adapt the mnredion weights between inpu and ouput units (the function
network weights). Thus the mapping from sensory input to motor output can effedively
be alapted from time step to time step, depending on an interna state (referred to as
‘state units’ in Figure 6(b)). For a detail ed description d different variations of this type
of network and examples of its use for roba adaptation see Ziemke (1996, 199&,

1997, 1998).

Hence in this type of controller the sensorimotor mapping, and thus the controlled

agent’s behavioral dispasition (or interpretant), dynamicdly changes with the agent’s
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internal state. Ziemke (199%), for example, documents experiments in which a Khepera
roba, controlled by a secondorder network, encourters identicd objeds inside and
outside a arcle, bu has to exhibit two very diff erent resporses to the exad same stimulli
(approach inside the drcle, and avoidance outside). The problem is that the roba canna
sense whether or nat it currently is inside or outside the drcle, bu only senses the
boundiry line while passng it onitsway in o out. The roba leans/evolves to solve the
problem by dynamicdly adapting its behavioral dispasition (interpretant), i.e. its
behavioral/motor biases and the way it responds to stimuli from the objeds it
encourters. This means that, depending on its current behavioral disposition, the roba
atributes different meanings to the objed stimuli, such the exad same stimulus can

adopt very different functiond tones (cf. vonUexkill 1957 in dfferent contexts.

4.1.4 Reinforcement learning

For complex tasks robas are typicdly nat trained using supervised leaning
tedhniques. This has two reasons. (&) In ader to allow for a maximum of roba
autonamy, it is often desirable to reduce designer intervention to a minimum of
feedbadk/instruction, and (b) it is often na even pcsshle to provide aroba with an
exad target output in every time step, for much the same reason why it is impossble to
tell a dild leaning to ride abike how exadly to move its legs, arms and bod/ at every
point in time. For such tasks, the roba, much like the dnild, simply has to figure out for
itself how exadly to solve aproblem, i.e. how to arganize and adapt its sgn processes
in interadion with the environment. Hence, robds are often trained using reinforcement

learning or evolutionary adapation techniques.
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During reinforcement leaning (RL), an agent is provided orly with occasional
feedbadk, typicdly in terms or positive and regative reinforcement, e.g. in the cae of
Mealen’' s roba when hitting an olstade (‘bad’) or achieving alight goal (‘good). From
this feadbadk the agent can adapt its behavior to the environment in such a way as to
maximize its positive reinforcement and minimize its negative reinforcement.
Reinforcement, in this context is smply defined as a stimulus which increases the

probability of the respornse uponwhich it is contingent.

Grey Walter (1951 was the first to use RL techniques for the training of robds. By
grafting the Condtioned Reflex Analogue (CORA), a leaning box, orto Machina
speaulatrix (cf. discusson abowe), he aeaed Machina docilis, the eay leaner. M.
docilis had bult-in phaotaxis, i.e. a light elicited a movement resporse towards it
which he referred to as “an urcondtioned reflex of attradion”. When a light was
repeaedly paired with the blowing of awhistle, M. dccili s becane atraded to the sound
of the whistle and exhibited a phondaxic resporse. In a separate series of experiments,
Grey Walter repededly paired the sound d the whistle with obstade aroidance and thus
trained the roba to ‘avoid’ the sound d the whistle. He dso demonstrated extinction d
condtioned pairings by presenting the andtioned stimulus repeaedly withou pairing
it with the uncondtioned stimulus. There was also a slower decay of the ndtioned
resporse if it was not used for some time. Grey Walter's experiments show how a
simple leaning medanism can extend the behavior of a roba by bringing its reflexes

under the oontrol of substituted environmental effeds.
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4.1.5 Evolutionary adaptation

The use of evolutionary techniques is an approach to ‘push’ the designer even further
‘out of the leaning loop and ams to let robas lean from the interadion with their
environment with a minimum of human intervention (cf. Nolfi 1998. Evolutionary
methods are astradly based on the Darwinian theory of natura seledion. Thus
feadbad is no longer instructive & in reinforcement and supervised leaning, bu only
evauative. Typicdly, apopuation d individuals (e.g. roba controllers) is evolved ower
a large number of generations, in ead of which certain individuas are seleded
acwording to some fitness function, and ‘reproduced’ into the next generation, wsing
recombinations and glight mutations mimicking natural reproduction. Due to the
seledive presaure the average fithess in the popdation is likely to increase over
generations, athouwgh the individuals typicdly do nd lean duing their ‘lifetime’ . The
very idea of evolving robas was well ill ustrated by Braitenberg (1984 who likened
evolution to the following scenario: There ae anumber of robas driving abou on a
table top. At approximately the same rate that robas fall off the table, others are picked
up randamly from the table, ore & a time, and copied. Due to errors in the @pying
process the original and the copy might differ slightly. Both are put badk onto the table.
Since the fittest robas, those who stay on the table longest, are most likely to be
seleded for ‘reproduction’ the overal fitnessof the roba popuationislikely to increase

in the murse of the ‘evolutionary’ process

A concrete example of evolutionary robatics research is the work of Husbands et al.
(1998 who evolved RANN roba controllers for a target discrimination task, which

required a mohile roba, equipped with a canera, to approach a white paper triangle
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mourted onthe wall, bu to avoid redangles. In these experiments both the network
topdogy and the visual morphdogy (or receptive field), i.e. which parts/pixels of the
canera image the oontroller network would use & inpus, were subjed to the
evolutionary process The analysis of the experimental runs howed that structurally
simple cntrol networks with complex internal feedbad< dynamics evolved which made
use of low bandwidth sensing (often orly two pixels of visua inpu were used) to
distinguish between the relevant environmenta stimuli. Thus in these experiments both
the internal flow of signals and use of feadbadk, as well as the ‘external’ sign use, i.e.
which environmental stimuli to interpret as sgns of what, are the result of an artificial
evolutionary process The evolved sign processes are difficult to analyze and understand
in detail, due to the fad that they are private to the roba and in many cases radicdly
differ from the solutions the human experimenters would have designed. Husbands et
a. pant out that this “is a reminder of the fad that evolutionary processes often find
ways of satisfying the fitnesscriteria that go against our intuitions as to how the problem

shoud be‘solved’” (Husbands et a. 1998206).

The influence of the human designer can be reduced even further using co-
ewolutionary methods. Nolfi and Floreano (1998, for example, co-evolved two RANN-
controlled robads to exhibit predator- and prey-behavior. The ‘predator’, a Khepera
roba equipped with an extra canera (cf. Figure 4) which alowed it to olserve the prey
from a distance, had to catch (make physicd contad with) the ‘prey’, another Khepera
roba, equipped ony with short-range infrared sensors but also with the potentia to
move faster than the ‘predator’. By simply evolving the two ‘spedes with time-to-

contad as afitnessand seledion criterion, qute daborate pursuit- and escape-strategies
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evolved in the respedive robas. The predator spedes, for example, in some caes
developed a dynamics that allowed it to olserve and interpret the prey’s current
behavior as a symptom of its current behaviora dispasition, and thus of its behavior in
the immediate future, such that it would only ‘strike’ when it had a redistic chance to

cach the prey ‘off guard'.

The eamples discuseed so far have only been concened with the
evolution/adaptation d artificia nervous s/stems. Recently, however, reseachers have
begun to apply evolutionary methods also to the wnstruction o physicd structures and
roba morphdogies (in simulation) (e.g. Funes and Polladk 1997 Lund et a. 1997, in
some caes in co-evolution with controllers (Cliff and Mill er 1996, Lund and Miglino
1998. Cliff and Miller (1996, for example, simulated the w-evolution d ‘eyes
(opticd sensors) and ‘brains' (ANN controllers) of simple robatic agents which pusued
and evaded eat ather in atwo-dimensiona plane. The w-evolution d both bods and
‘brain’ of artificial organisms ams to overcome what Funes and Polladk (1997358
cdled the “chicken and egg’ problem of the gproad: “Leaning to control a cmplex
body is dominated by inductive biases gedfic to its nsors and effedors, while
building abody which is controll able is condtioned onthe pre-existence of abrain”. For
a detalled discusson d the eistemologicd implicaions of robaic devices which

evolve/construct their own hardware seeCariani (1992).

In summary, we have seen a number of examples of artificia organisms <lf-
organizing (a) their internal usage of signs (their “inner world”), in the form of ANN
conredion weights, (b) the way they respondto stimuli from the environment, and in

some caes (¢) the way they dynamicdly self-adapt their behaviora dispaosition, i.e. the
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way they make use of internal sign usage to adapt their resporse to ‘externa’ stimuli.
Thus, in many of these examples, it is left up to a process of self-organization, to
determine which o the objeds in the eavironment become cariers of meaning, and
what exadly their meaning is to the agent. The next sedion will take this one step
further, and ill ustrate how adaptive tedhniques have been used by popuations of agents

to fadlit ate the self-organization d communicaion ketween them.

4.2 Self-organized communication in autonomous agents

Traditional Al reseach initially focused on endowving computers with human-level
cognitive caadties, of which natural language communication was by many considered
to be of particular relevance Alan Turing (1950, akey figure in the development of the
very ideaof Al, in fad suggested the (later) so-cdled Turing test as a aiterion for
madhine intelligence In this test a machine would have to cary on a natura |anguage
conversation onarbitrary every-day topics with a human judge for a cetain period o
time, via some teletype-termina so the judge @ud na see whether he is
communicaing with a machine or a human being. If after that time the judge muld na
reliably identify the macdhine & a madine, it would, acerding to Turing, have to be
considered to possess human-level intelligence This test was considered a valid
criterion d intelligence by most Al reseachers at least until the 198G, and many Al
systems smulating human communication were built. Most famous among them was

perhaps Weizenbaum’s (1965 ELIZA system, which simulated a human psychiatrist.

From the aguments Dreyfus, Seale and ahers (cf. above), however, it becane dea

that, of course, in these @nwversations the Al system performed puely syntadic
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transformations of the symbadls it was fed, withou even a due of their adual meaning.
That means the Al system processed a language (‘natura’ to the human olserver)
withou adually understanding it. On some refledion thisis not too surprising, after all
what could a @mnversation abou the objeds of human experience (like tables, chairs,
etc.) possbly mean to a computer system completely ladking this type of experience? In
von Uexkill’s and Brooks' terms, even if a cmmputer program had a perceptual world, it
would be very unlikely to contain, for example, chairs snce cetainly it could na sit on

them or make any other meaningful use of them.

The study of communicaion hes therefore been addressed in aradicdly different way
in Al and ALife reseach since @ou the mid-199G. Now communicéion is gudied
from the bottom up; i.e. using autonamous agents that can adualy ‘experience and
interad with their environment. Moreover, artifads are no longer expeded to lean
human language, bu their own language, i.e. a language that is abou ‘the world as it
appeas to them' and that helps them to communicae with ather agents (no longer

humans) in order to better cope with that world.

In the spirit of the bottom-up approad, these ommunicaion systems must be
developed by the robas themselves and nd designed and pogrammed in by
an external observer. They must aso be grounded in the sensori-motor
experiences of the robat as oppased to being dsemboded, with the inpu given
by a human experimenter and the output again interpreted by the human

observer. (StedsandVVogt 1997 474)
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Cangelos and Parisi (1998, for example, have in computer simulations dudied the
evolution d a‘language’ in apopuation d ALife agentsthat ‘live’ in asimulated world
containing edible and pasonows mushrooms, of which they have to find the former but
avoid the latter in order to ensure survival. The agents were cntrolled by ANNswhich
recaved as inpu ‘sensory’ information abou mushrooms neaby and poduced as
output ‘motor’ commands that controlled the agent’s motion. Additionally ead agent
could ouput communicaion signals, which aher agents could recave & additional
input. The scenario was st up such that agents would profit from communicaing, i.e.
every agent approaching a mushroom required the help o another agent telling it
whether the mushroom was edible or nat. The results $howed that after 1000generations
of artificial evolution the agents had indeed evolved a simple ‘language’ of signals that
allowed them to communicate &ou the world they ‘lived’ in, i.e. the gproach and

avoidance of the mushrooms they encourtered.

Experiments on the development of ‘language’ and ‘meaning’ in groups of robdic
agents through “adaptive language games’ have been caried ou by Steds (1998 see
also Steds and Vogt 1997, Steds and Kaplan 1999. In the experimental setup wsed by
Steds and Vogt (1997, a number of mobile robas moved around in a physicd
environment of limited size, containing some alditional objeds. The robas aquired a
common ‘vocabulary’ of word-meaning pairs (where the meaning of aword is taken to
be the sensory fedure set it is asociated with) through “adaptive language games”,
which work roughly as foll ows. Whenever two robas med they first perform a simple
“dance” in the @murse of which they turn 360 agrees and scan the view of ther

environment. They agreeon some sensory feaure set, e.g. a box neaby, and bdh focus
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onit. Then bah robas ched if they already have a‘'word’ for the objed/feaure set they
see If only one of them has, it tell s the other, which now leans the new word. If nore of
them has a word for the objed, they ‘make one up’ and bdh lean it. If both aready
know different words for the objed, ore of them forgets the old word and leans a new
one from the other roba. After that the robas begin roaming the environment separately
again. Since there ae severa robas a wmmon ‘language’ develops and eventually
spreads to the whoe popdation through the acomulative transfer, credion and
adaptation d a common vacabulary as a result of the development and interadion o
individual lexica of word-meaning pairs in the curse of the one-to-one language games
performed by the robds. For adiscusson d the semiotic dynamics resulting in this kind
of experiment, e.g. the anergence and dampening of synonymy and polysemy, see &so

Steds and Kaplan (1999.

Thus, in bah these examples autonamous agents are not ‘forced’ to lean a human
language they could, dwe to their radicdly different physiology, na posshbly understand.
Instead they develop, in a process of self-organization, their own language from the
interadion with their environment and aher agents, i.e. a language that is edfic to
their ‘spedes’, in the sense that it is based ontheir own experience and serves their own
purposes, and thus is not necessarily interpretable to human olservers (cf. Dorffner and

Prem 1993,Prem 1995.

It could, hovever, be agued (cf. Prem 1998, that this type of approach to the
evolutiorn/development of language is misguided in that it is typicdly based onthe old
symbal/representation groundng idea of hooking independently existing external

objeds to abstrad internal |abels/signs (cf. Figure 2). An example is the @ove work of
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Steds and Vogt in which the sensory fedure set that a word is asociated with is taken
to beits meaning. In Jakob vonUexkdll’s view of signs, however, as Thure von Uexkilll
(1982 put it: “signs are instructions to operate” which “tell the subjed ... what is to be
dore”, i.e. signs derive their meaning from the role they play in the functional circles of
the interadion ketween a subed and its objed(s). Communicaion shoud therefore
perhaps first and foremost be addressed as giving agents the posshbility to influence eab
others' behavior. That means, they shoud be @le to communicae signals that help
them to interad or coordinate their behavior instead of leaning a vocebulary withou
adua functional value for the interadion between agent and environment (cf. Ziemke
19991, as in the &owe cae of Steds and Vogt, where the agents never adually use

those objed labels for anything more than just the labeling of objeds.

4.3 How artificial organismsdiffer from conventional medanisms

We have now seen a number of examples of autonamous agents and their self-
organization. Together these examples illustrate that artificial organisms, athough
certainly medhanisms in the technicd sense, in a number of points radicdly differ from
the type of medhanism that von Uexkill discussed, and in fad exhibit some of the
properties that he ascribed to organisms aone. This subsedion summarizes the
differences between artificia organisms and aher medhanisms. The following sedion
will then complement this one by taking an in-depth look at the differences between
artificial and living organisms, and the implications for their respedive aitonamy and

cgoadty for semiosis.
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Firstly, the use of ‘artificia nervous g/stems in combination with computational
leaning techniques allows autonamous agents to adapt to their environment. In
particular, due to their use of memory the behavioral disposition d autonamous agents
varies over time. Thus, athough they do nd “grow” in the physicd sense, they do adapt
to their environment, such that they do in fad have a ‘historicd basis of readion” (cf.
the aguments of Driesch and von Uexkill discussed abowve). Self-organized artificial
organisms thus no longer read in a purely physicd or medianicd manner to causa
impulses. Instead their readion caries a ‘subjedive’ quality, in the sense that the way
they read is not determined by built-in rules (alone), bu is gedfic to them and their

history of ‘ experienceé and self-organization.

Seoondy, and closely related to the previous point, artificial organisms are dealy
involved in sign processes, and they ‘make use of signs ‘themselves, urike the
medhanisms von Uexkll discussed. Furthermore, unlike computer programs which are
to some degree 4so cgpable of semiosis (cf. Andersen et al. (1997 and the discussonin
the introductory sedion), the sign processes of artificial organisms are typicdly (a) nat
(fully) determined by their human designers, (b) independent of interpretation through
external observers (at least a the operational level), and (c) in many cases not even
interpretable to humans at a dose look at the internal processes (despite the fad that
these ae much easier to olserve than in the cae of aliving organism). Much of the sign
usage of such systems is therefore, due to their self-organization, indeed private and
spedfic to them. Artificial organisms therefore have been argued to have cetain degree
of epistemic autonamy (Prem 1997 cf. also Bickhard 1999, i.e. like living organisms

they are “ontheir own” in their interadionwith their environment.
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Thirdly, the use of self-organization, espedaly evolutionary tedniques, does
nowadays (to some degree alow the wnstruction d roba controllers, and to some
degree even roba bodes (in simulation), foll owing centrifugd principles. In the context
of roba controllers, Nolfi formulated the mncept as “adaptation is more powerful than
decompasition and integration” (Nolfi 19978, 19970). Here controllers are nat, as in
Brooks subsumption architedure or conventional roba design, broken down into
behaviora or functional modues by a designer, but the task decomposition is the result
of aprocessof adaptation, which distributes behavioral competences over subsystemsin
a moduar architedure. Similarly, as mentioned abowve, in some of the first author’s
work (e.g., Ziemke 1996, 1999, the wntrol of a robad is broken into a number of
functional circles in a processof dynamic adaptation and dfferentiation. In these caes
the cntrol medanism is nat constructed along centripetal principles, i.e. na broken
down into sub-tasks or -competences by a designer to be integrated later, but instead
constructed making use of what might be cdled centrifugd task decomposition. That
means, asingle control medanism bre&s itself down into a number of sub-medanisms
in a processof adaptation and dfferentiation. Similar principles have even been applied
to the m-evolution d physicd structures and roba morphdogies with controllers (e.g.,
Cliff and Miller 1996,Lund and Miglino 1998. Here roba body and controller are no
longer treded as isolated elements to be cnstructed separately, bu insteal they are @-
evolved in an integrated fashion as the result of the evolution d single atificia
genatype. The use of centrifugal principles (although na under that name) has during
the 199Gs become a‘'hat topic’ in ALife reseach, and there ae various approacdes to
the combination d evolution, development, and leaning in the self-organization o

artificial organisms. Ancther example is the work of Vaaio and Ohsuga (1997 on
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“growing intelligence” which integrates processes of development, leaning, natural

seledion and genetic changesin simulated artificial organisms.

5. TheRoleof the Living Body

Having ill ustrated the principles of artificial organisms and their self-organization
and having outli ned the diff erences between such systems and conventional medanisms
in the previous fdion, we will now turn to the diff erences between artificial and living
organisms. The next subsedion presents a brief comparison between von Uexklll’s
theory and the work of Maturana and Varela on autopdesis and the biology of
cognition. The implications of the ladk of a living body for the aitonamy of artificial

organisms and their sign processs are then considered in the second subsedion.

5.1 Von Uexkull versus Maturana and Varela

Asdiscussd abowe, the (re-) turn to artificial organismsin Al reseach can be seen as
argedion d the purely computationalist framework of traditional cognitive science
Instead, work on ALife and autonamous robads has to some degree taken inspiration
from the work of Humberto Maturana and Francisco Varela, who have since the late
196G developed their theories on the biology of cognition and autopdesis (e.g.,
Maturana 1969V arela 1979, Maturana and Varela 1980, Maturana and Varela 1987)
which has more recently adso lea to the formulation d an enadive cgnitive science
(Varela @ al. 199]). To summarize their work goes beyondthe scope of this paper. It is,
however, worth panting out the relation to the unfortunately less known, bu closely

related and much ealier work of Jakob vonUexkdll in anumber of paints, in particular
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since Maturana and Varela gparently themselves were not aware of von Uexkll’s

work.

Maturana and Varela's work is dgrictly oppcsed to the agnitivist framework of
traditional cognitive science and insteal is amed at understanding the biologicd basis
of cognition. They propase away of “sea@ng cognition nd as a representation d the
world “out there”, but rather as an orgoing bringing forth of aworld through the process
of living itself” (Maturana and Varela 198711). This ssmewhat unconventional use of
the term “cognition” may be darified by Bourgine and Varela's (1992 charaderization
of the cognitive self (similar to vonUexkill’s nation o ‘subjed’) as the “spedfic mode

of coherence, which is embedded in the organism”:

... the mgntive sdf is the manner in which the organism, throughits own
self-produced adivity, becomes a distinct entity in space though aways
couped to its correspondng environment from which it remains nevertheless
distinct. A distinct coherent self which, by the very same process of
congtituting itself, configures an external world of perception and adion.

(Bourgine and Varela 1992 xiii)

Similar to von Uexklll’s emphasis of the subjedive nature of living organisms,
Maturana and Varela (1987 point out that “all cognitive experience involves the
knower in a persona way, rooted in his biologicd structure”. In particular they
charaderize living organisms, as well as the céls they consist of, as autopaetic unities,

i.e. self-producing and -maintaining systems, and like von Uexkdill they point out that
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living systems, canna be properly analyzed at the level of physics alone, bu require a

biological phenomenadogy:

autopaetic unities gedfy biologicd phenomendogy as the
phenomendogy poper to those unities with feaures distinct from physicd
phenomendogy. This is ©, nd becaise aitopaetic unities go against any
asped of physicd phenomendogy - since their moleaular comporents must
fulfill al physicd laws - but becaise the phenomena they generate in
functioning as autopdetic unities depend ontheir organizaion and the way
this organization comes abou, and nd on the physicd nature of ther
comporents (which only determine their spaceof existence). (Maturana and

Varela1987 51)

Maturana and Varela distinguish between the organization d a system and its
structure. The organzation, similar to von Uexkill's notion o a building-plan
(Bauplan), denates “those relations that must exist among the comporents of a system
for it to be amember of a spedfic dass' (Maturana and Varela 1987 47). Living
systems, for example, are tharaderized by their autopdetic organization. An autopaetic
system is a spedal type of homeostatic madciine for which the fundamental variable to
be maintained constant is its own organization. This is unlike regular homeostatic
madhines, which typicdly maintain single variables, such as temperature or presaire. A
system’s structure, on the other hand, denates “the comporents and relations that
adually constitute a particular unity, and make its organization red" (Maturana and
Varela1987 47). Thusthe structure of an autopdetic system is the concrete redization

of the adual comporents (al of their properties) and the adual relations between them.
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Its organizationis constituted by the relations between the comporents that define it asa
unity of a particular kind. Theserelations are anetwork of processs of production that,
through transformation and destruction, produce the mmporents themselves. It is the
interadions and transformations of the cmporents that continuowly regenerate and

redize the network of processes that produced them.

Hence acording to Maturana and Varela (1980, living systems are nat at al the
same & madines made by humans as sme of the medhanistic theories would suggest.
Madhines made by humans, including cars and robds, are allopaetic. Unlike an
autopaetic madine, the organization d an allopaetic madine is given in terms of a
concaenation d processs. These processs are not the processs of production d the
comporents that speafy the madcine a a unity. Instea, its comporents are produced by
other processes that are independent of the organization o the macine. Thus the
changes that an dlopadetic madine goes through withou losing its defining
organization are necessarily subardinated to the production o something diff erent from
itself. In ather words, it is not truly autonamous, bu heteronamous. In contrast, aliving
system is truly autonamous in the sense that it is an autopaetic machine whase function
it isto crede and maintain the unity that distinguishes it from the medium in which it
exists. Again, it isworth panting out that, despite diff erences in terminology, Maturana
and Varela s distinction between autopaetic and allopaetic madines, is very similar to
von Uexkill’s (1928 ealier discussed dstinction between human-made medanisms,
which are mnstructed centripetally by a designer and ad acwording to hissher plan, and

organisms, which as ‘living plans' ‘ construct’ themselvesin a centrifugal fashion.
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The two-way fit between organism and environment is what Maturana and Varela
refer to as structural cong uence between them, which is the result of their structural

couding:

Ontogeny is the history of structural change in a unity withou loss of
organizaion in that unity. This ongang structura change occurs in the unity
from moment to moment, either as a dhange triggered by interadions coming
from the environment in which it exists or as aresult of its internal dynamics.
As regards its continuows interadions with the environment, the .. unity
classfies them and sees them in ac@rdance with its gructure & every instant.

That structure, in turn, continuously changes becaise of its internal dynamics.

In these interadions, the structure of the environment only triggers structural
changes in the autopaetic unities (it does not spedfy or dired them), and vice
versa for the environment. The result will be ahistory of mutual congruent
structural changes as long as the aitopaetic unity and its containing
environment do nd disintegrate: there will be astructural couding. (Maturana

andVarelal1987 74)

Moreover, similar to von Uexkull’s (1928 view of autonamous cdlular unities
(Zellautoname) as the basic comporents of multicdlular organisms, Maturana and
Varela refer to the former as “first-order autopaetic unities’ and the to the latter as
“seandorder autopaetic unities’, and they charaderize their integratior/soli darity as

foll ows:
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.. in the dynamism of this close cdlular aggregation in a life gcle, the
structural changes that ead cdl undergoes in its history of interadions with
other cdls are complementary to ead aher, within the @nstraints of their
participation in the metacdlular unity they comprise. (Maturana and Varela

1987 79)

Finally, it shoud be mentioned that, although they are compatible in many aspeds,
there ae of course differences between the two theoreticd frameworks compared here.
For example, von Uexkdll’s outright rejedion d evolutionary theories in genera, and
the work of Darwin in particular, is a position that in its grictnessnow, more than 50
yeas later, appeas untenable (cf. Emmede 1990, Hoffmeyer 1996. Maturana and
Varela' s work, although also skepticd towards neo-Darwinism and its overly simplistic
view of ‘natural seledion’, is certainly more in agreement with modern evolutionary
theory. In fad, the view of evolution as “natura drift” is an important element of their
theory of the biology of cognition (for details eMaturana and Varela, 1987 Varela @
a. 199). A common criticism of Maturana and Varela' s theory of autopaesis, onthe
other hand, is its disregard for such concepts as representatior? and information (cf.
Emmedie, 1990Q. Hence, in this asped many cognitive scientists, and certainly many
reseachers in semiotics, will probably prefer the theoreticd framework of von Uexkdll

whase theories emphasize the central role of sign processesin all aspeds of life.

® See however, also Varela @ al.’s (1991) more recent formulation of an enadive mgnitive science,
which isto alarge extent compatible with an interadive view of representation.
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5.2 On thedifferences between artificial and living arganisms

Having discussd the differences between artificial organisms and conventional
mechanisms abowe, this edion will examine what exadly the (remaining) differences
between living and artificial organisms are, and what semiotic relevance these
differences have. In the following discusson concepts from both the theories of von
Uexkdll aswell as Maturana and Varelawill be used. We do so because we believe that
the two theoreticd frameworks, concerning the issue & hand, are sufficiently

compatible, andin fad enrich ead aher.

Asdiscussd in the previous dions, modern Al reseach onthe interadion between
artificial organisms and their environments has, urlike the still pre-dominant computer
metaphar, certainly taken a lot of inspiration from biology. Nevertheless modern
autonamous robatics and ALife reseach, dwe to its interest in (intelli gent) behavior and
its focus on observahility, often sidesteps much of the proximal details, i.e. the adua
biology, and goes diredly for the behavior. Thus, robas are enabled to interad with
their environment such that a distal description d the behavior, at the right level, can be
compared with the description d some living systems behavior a the same level of
description (e.g. “obstade avoidance”). Thus, the Turing test has been replaceal by a
behaviora test. If, for example, a roba avoids obstades or follows a aicket’'s cdling
song (cf. Lund et al. 1999 ‘just like ared animal’, then the internal processes of
artificial and living organism are taken to be equivaent, at least passbly. This, however,
isjust the observer’s interpretation d the robad’s behavior. On some refledion, nobog
would suggest that the roba foll owing the male aicket’s cdling song adualy does ©

in order to mate. Von Uexkull (1982 36) pointed ou that the “life-task of the animal ...
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consists of utilizing the meaning cariers and the meaning-fadors, respedively,
acording to their particular building-plan”. It might be agued that the cdling song
‘caries meaning' for bath femae aicket and roba, in the sense that they bath uili ze
the signa in oder to move towards its urce Ultimately, however, we have to
adknowledge that this behavior is meaningful only for the aicket (or its gedes), sinceit
contributes to the fulfilli ng of its “life-task”. In the robd’s case this behavior is only
meaningful to the observer, smply becaise the roba has no “life-task” independent of
observation, and its phondaxis is nat at all of part of a wherent whole of agent and

environment (cf. also Sharkey and Ziemke 1998, 200).

The robd’s relation to its environment is very different from the living organism’s,
i.e. the ‘embodment’ and ‘situatedness of natural organisms are far more deeply rooted
than those of their artificial courterparts (cf. Ziemke, 1999). A roba might have self-
organized its control system, passbly even its physicd structure to some degreg in
interadion with its environment, and thus have aquired a cetain degreeof “epistemic
autonamy” (Prem 1997,Cariani 1992. This wif-organization, havever, starts and ends
with a burch of physicd parts and a computer program. Furthermore, the processis
determined, started and evaluated by a human designer, i.e. the drive to self-organize
does nat lie in the roba’s comporents themselves and successor failure of the process
isnat ‘judged by them ether. The cmmporents might be better integrated after having
self-organized; they might even be @mnsidered ‘more auttonamous’ for that reason, bu
they certainly do nd beaome dive in that process Neither do they suddenly have an
intrinsic “life-task”, even in an abstrad sense; the “task” still is in the head of the

observer. The living organism, onthe other hand, starts its slf-organizing processfrom
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a single aitonamous cdlular unity (Zellautonam). The drive to self-organize is part of
its ‘building plan’ (Baudan), and it is equipped, in itself, with the resources to ‘cary
out that plan’. From the very beginning the organism is a viable unity, and it will
remain that throughou the self-organizing process (until it dies). T. von Uexkill
(1997 has pointed ou that living organisms are autopaetic systems (cf. previous
subsedion), which seledively assmil ate parts of their environment and get rid of parts
they do nd neeal anymore. According to T. von Uexkill, seledion and assmilation o
the required elements can be described as sgn processes, whose interpretants
correspondto the living systems’' biologicd needs. The aiterion for the wrredness of
the interpretation described by the sign processis the successul assmilation. Robds,
however, do nd assmilate anything from their environment, and, as mentioned abowve,
they have no intrinsic neeals that the self-organizing process would have to fulfill to
remain ‘viable'. Thus, for the roba the only criterion d successor falure is gill the
designer’s and/or observer’s evaluation a interpretation, i.e. this criterion is entirely

extrinsic to theroba.

A key problem with reseach on artificial organisms, we believe, is that, despite
clams to the wntrary and despite the enphasis of ‘embodment’, many reseachers are
still devoted to the computationdi st/functiondi st view of medium independence, i.e. the
idea that the “charaderistics of life aand mind are independent of their respedive
material substances’ (Emmedie 1992 471). Much reseach effort is gent on control
medanisms, or ‘artificial nervous s/stems’, and hav to achieve cetain behaviors in
robas through self-organization d these mntrol medanisms. However, to compare a

roba’s ‘artificia nervous g/stem’ to an animal's nervous g/stem, because they exhibit
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‘the same behavior’, implies that the relation between behavior and (artificial) nervous
system is adually independent of the wntrolled body. In aher terms, it implies that the
operation d the nervous g/stem is computational and largely independent of the body it
is caried ou in, i.e. the body is reduced to the computational control system’s
sensorimotor interfaceto the environment. Maturana and Varela, hovever, have agued
(again, similar to von Uexkdll (1928; cf. also Hoffmeyer 1996, that in living

organisms body and rervous g/stem are not at al separate parts:

... the nervous g/stem contains millions of cdls, bu al are integrated as
comporents of the organism. Losing sight of the organic roaots of the nervous
system is one of the mgjor sources of confusion when we try to uncderstand its

effedive operation. (Maturana and Varela 1987 34)

Similarly, T. von Uexkdll et a. (1993, 1997, in their discusson d endcsemiosis,
point out that the living body, which we experience to be the center of our subjedive
redity (Wirklichkat), is the crrelate of a neura courterbody (Gegenkorper) which is
formed and updited in ou brain as a result of the wntinua information flow of
proprioceptive signs from the muscles, joints and aher parts of our limbs. This neural
courterbody is the center of the ealier discussed reura courterworld (cf. von Uexkdill
1909, 1985, creded and adapted by the brain from the mntinual stream of signs from
the sensory organs. According to T. von Uexkdll et al., counterbody and counterworld
form an undvidable unity, due to the fad that al processes/events we perceve in the
world redly are ‘courtereffeds to red or potentia effeds of our motor-system, and
together with these they form the spatial structure within which we orient ourselves. A

roba, on the other hand, has no endosemiosis whatsoever in the body (its physicd
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comporents) as such. Thus, there is no integration, communication a mutua influence
of any kind between parts of the body, except for their purely medhanicd interadion.
Further, there is no meaningful integration d the ‘artificia nervous g/stem’ and the
physicd body, beyond the fad that some parts of the body provide the @ntrol system
with sensory inpu, which in turn triggers the motion d some other parts of the body

(e.g. wheds) (cf. also Sharkey and Ziemke 1998.

In summary, it can be said that, despite dl biologicd inspiration, artificial organisms
are still radicdly different from their living counterparts. In particular, despite their
cgpadty for a cetain degreeof self-organization, today’s o-cdled ‘autonamous’ agents
are acually far from possessng the autonamy of living organisms. Mostly, thisis due to
the fad that artificia organisms are wmposed o medhanicd parts and control
programs. The autonamy and subjedivity of living systems, onthe other hand, emerges
from the interadion d their comporents, i.e. autonamous cdlular unities
(Zdllautoname). Meaningful interadion between these first-order unities, and between
the resulting secnd-order unity and its environment, is a result of their structural
congruence, as pointed ou by von Uexkill as well as Maturana & Varela. Thus,
autonamy is a property of a living organism’s organization right from its beginning as
an autonamous cdlular unity, and initial structural congruence with its environment
results from the spedfic arcumstances of reproduction. Its ontogeny maintains these
properties throughou its lifetime through structural couding with its environment.
Providing artifads with the cgaaty for self-organization can be seen as the atempt to
provide them with an artificial ontogeny. However, the dtempt to provide them with

autonamy this way is doamed to fail, since it follows from the é&ove agument that
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autonamy canna from the outside be ‘put’ into a system, that does nat already ‘ contain’
it. Ontogeny preserves the aitonamy of an organization, it does not ‘crede’ it. The
attempt to bring the atifad into some form of structural congruence with its
environment, onthe other hand, can ‘succeal’, bu only in the sense that the aiterion for
congruence cana lie in the heteronamous artefad itself, bu must be in the e/e of the
observer. This is exadly what happens when a roba is trained to adapt its gructure in
order solve atask defined by its designer (cf. also Sharkey and Ziemke (2000, where
we discussthe relation to the cae of Clever Hans (Pfungst 1911)). Thus, the ladk of
autonamy makes the ideaof true ‘first hand semantics’ or ‘content for the madine’ in

today’ srobatic systems highly questionable.

6. Summary and Conclusions

The am of this paper has been to dscussthe relation between Jakob vonUexkiill’s
work and contemporary reseach in Al and cognitive science In particular we have used
his theory of meaning to evaluate the semiotic relevance of recent research in adaptive

robaics and ALife.

The paper started off by discussng von Uexkill’s and Loeb's views of the
differences betweaen organisms and medhanisms, as well as ealy attempts at putting
medanistic theories to the test through the @nstruction d artificial organisms. Then
Al’s attempts to creae anew type of medianism, which shoud have some of the mental
and/or behavioral capadties of living organisms, was discussed. It was noted that, after

three decales of focusing on dsemboded computer programs, Al reseach returned to
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its cybernetic roats, and nav again much reseach is devoted to the interadion between

agents and their environments.

The aitonamous agents approach to Al and ALife has incorporated influences from a
number of theories. From the work of Loeb and ahers the view that organisms are more
or less guided by the environment through taxes/tropisms has found its way into
robaics, and has become very influential. From cognitivism many reseachers, perhaps
withou much refledion, have aloped the genera ideathat the nervous g/stem caries
out computation, mapping sensory inpus to motor outputs. However, the bottom-up
approach dstances itself strongly from the @gnitivist correspondence view of
representation as a ‘mirror’ of a pre-given world and instead focuses on interadive
representations as behavior-guiding structures (Bickhard and Terveen 1995, Peschl
1996, Dorffner 1997, Ziemke 199%). This is much in line with von Uexkdll’s view of
signs as embedded in the functional circles of agent-environment interadion. Moreover,
von Uexkdll i nfluenced Brooks' (1986, 19918) argument that, like any living organism,

an autonamous agent would have to have its own ‘subjedive view of the world.

Further it was then discussed how ‘artificial nervous g/stems’ in combination with
computational leaning techniques are used in the dtempt to make atificial organisms
(more) autonamous by enabling them to self-organize their sign processes. Severa
examples illustrated howv such tedhniques adlow robas to find their own way of
organizing their functional circles, i.e. their internal use of signs and their resporse to
stimuli from the environment. It was further pointed ou that the use of self-organization
and memory does indeed make atificial organisms a unique type of medianism that

might be of further semiotic interest.

62



The previous fdion then first examined the relation between von Uexkdll’s theory
and Maturana and Varelas work on emboded cognition and its biologicd basis. It can
be nated that the two theoreticd frameworks, bah developed against the ‘mainstrean’,
are largely compatible, athough (unfortunately) developed independently. Moreover,
the differences between living and artificial organisms were examined in further detail .
It was pointed ou that, despite dl biologicd inspiration and self-organization, today’s
so-cdled ‘autonamous’ agents are adualy far from possessng the aitonamy of living
systems. This is mostly due to the fad that artificial organisms are cmposed o
medhanicd parts and control programs. Living organisms, on the other hand, derive
their autonamy and ‘subjedivity’ from their cdlular autonamous unities integration
and structural congruence with the environment, as pointed ou by von Uexkill as well
as Maturana and Varela. Together with the fad that artificial organisms smply ladk an
intrinsic “life task” this grongly questions the ideaof ‘first hand semantics’ or ‘content

for the machine’ in today’ s robaic systems.

However, it has been shown that the Al/ALife community strives to minimize human
intervention in the design of artificial organisms and adively investigates alternative,
more ‘life-like’ ways of ‘constructing’ such systems. So far self-organization through
adaptation in interadion with the environment has mostly been applied to control
systems, bu it has aso been discussed that reseachers are beginning to apply similar
approades to the integrated self-construction d roba bodes and rervous g/stems. For
future work along these lines a greder awareness of Jakob vonUexkiill’s work would
be important, since it could help to avoid the pitfalls of ‘new’ overly medanistic

theories. We believe that his theories will prove to be of grea value to reseachers in

63



robaics, ALife and emboded cognition in their endeavor to gain further understanding
of the meaningful embedding of living organisms in their worlds, as well as the

posshiliti es and limitations of their artificial courterparts.
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